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Preface

It is our pleasure to present you the proceedings of ICTERI 2016, the twelfth edition of the International Conference on Information and Communication Technologies in Education, Research, and Industrial Applications: Integration, Harmonization, and Knowledge Transfer, held at Kiev, Ukraine on June 21-24, 2016. This year’s edition focused on research advances, business/academic applications of Information and Communication Technologies, design and deployment of ICT Infrastructures. Emphasis was also placed on the role of ICT in Education. These aspects of ICT research, development, technology transfer, and use in real world cases are vibrant for both the academic and industrial communities.

The ICTERI 2016 Call for Papers as well as the main conference itself were structured into four tracks reflecting these research fields.

The conference program was complemented by two invited keynote speeches, one invited tutorial, a Ph.D. mentors panel, industrial IT Talks sub-event, and the contributions to three co-located workshops:

- The 2nd International Workshop on Theory of Reliability and Markov Modeling (TheRMIT 2016) addressing long-standing research aspects of reliability modeling and assessment
- The 5th International Workshop on Information Technologies in Economic Research (ITER 2016) focused on cross-disciplinary issues in the use of Information Technology in economics and finance
- The International Workshop on Professional Retraining and Life-Long Learning using ICT: Person-oriented Approach (3L-Person 2016) presenting new uses of information technology for life-long learning

The rationale behind the Ph.D. Mentors Panel was to provide the opportunity to Ph.D. candidates to listen to and discuss the visionary ideas and promising topics for Ph.D. research offered by several renowned experts.

The tutorial by Prof. Oscar Corcho from the Universidad Politécnica de Madrid discussed the use of agreed vocabularies and appropriate data structures for supporting the sharing of open data in a smart city environment. The first keynote was delivered by Drs. John Davies and Sandra Stinčič Clarke from British Telecom on technical challenges for interoperability in the realm of the Internet of Things. In the second keynote Prof. Dr. Wolfgang Reisig of Humboldt University addressed the role of service orientation as a programming paradigm.

Overall ICTERI 2016 attracted a substantial number of submissions – a total of 122 comprising the main conference and workshops. Out of the 58 paper submissions
to the main conference we have accepted 27 high quality and most interesting papers to be presented at the main conference and published in our proceedings. The acceptance rate was therefore 46.5 percent. Our three workshops received overall 57 submissions, of which 35 were accepted by their organizers and also included in this volume.

The conference would not have been possible without the support of many people. First of all we would like to thank all the authors who submitted papers to ICTERI 2016 and thus demonstrated their interest in the research problems within our scope. We are very grateful to the members of our Program Committee for providing timely and thorough reviews and also for been cooperative in doing additional review work. We would like to thank the local organizers of the conference whose devotion and efficiency made this instance of ICTERI a very interesting and effective scientific forum. Finally a special acknowledgement is given to the support by our editorial assistant Victoria Kosa who invested a considerable effort in checking and proofing the final versions of our papers.
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The Internet of Things – Technical Challenges for Interoperability

Keynote Talk

John Davies \(^1\) and Sandra Stinčić Clarke \(^1\)

\(^1\) BT Group plc., United Kingdom
(john.nj.davies, sandra.stincic)@bt.com

Abstract. In this talk, we look at the various players in the Internet of Things ecosystem and explain the critical role of an information broker in an open ecosystem. We look at the challenge of data interoperability in the IoT context and describe the HyperCat standard, a specification for representing and exposing Internet of Things data catalogues to improve data discoverability and interoperability. The central idea is to enable distributed data repositories (data hubs) to be used jointly by applications through making it possible to query their catalogues in a uniform machine-readable format. This enables the creation of “knowledge graphs” of available datasets across multiple hubs that applications can exploit and query to identify and access the data they need, whatever the data hub in which they are held. This is achieved through employing the same principles on which linked data and the web are built: data accessible through standard web protocols and formats (HTTPS, JSON, REST); the identification of resources through URIs; and the establishment of common, shared semantics for the descriptors of datasets. We exemplify by way of several live demonstrations of IoT applications which use data from HyperCat-enabled data hubs.

Keywords. Internet of Things, Information Broker, Data Interoperability, Distributed Data Repository, Data Discovery, Data Cataloguing

Key Terms. Interoperability, Integration, ICT Infrastructure, Information Technology, Knowledge Representation
Service Orientation as a Paradigm of Computing

Keynote Talk

Wolfgang Reisig

1 Humboldt-Universität zu Berlin
Institut für Informatik
Unter den Linden 6 Berlin, 10099 Germany
reisig@informatik.hu-berlin.de

Abstract. Typical University curricula teach computable functions over symbol chains as the central topic of Theoretical Computer Science. This is motivated by the idea that the essentials of any kind of computation processes can be abstracted to computable functions. We challenge this idea, motivated by the observation that modern ICT embedding systems are reactive, communicating, and non-terminating. Neither do they compute functions, nor do they always process symbol chains. An obvious example are service-oriented architectures with their “always on” principle. An adequate, unique theory for such (and many other) architectures is missing; instead we witness a lot of different approaches and modeling techniques.
This talk surveys published proposals that attack the above problem. We try to discriminate fundamental notions and concepts such as refinement and composition, concurrency, and locality, as they prevail in different modeling techniques for service-oriented and other architectures. Those ideas lead to a fresh look at some aspects of education, research, and Industrial Applications of ICT.

Keywords. Theory of Informatics, paradigms of informatics, modeling techniques, Service-oriented Computing, associative composition

Key Terms. ICT Infrastructure, WebService, Process
Building Agreed Vocabularies and Data Structures for Successful Open City Data Sharing

Invited Tutorial

Oscar Corcho

Abstract. Existing EU directives and national laws on the reuse of Public Sector Information have motivated the creation of a large set of open data portals across Europe (following a global worldwide trend towards openness in the publication of open data). This is also the case in Spain, where the national government and national agencies, as well as regional governments and institutions, and local city councils, have started publishing actively open data in their corresponding portals. However, this wealth of data has been generated in a bottom up fashion, what means that the selection of the datasets to be published is done by those publishers independently, and that the formats and data structures in which such datasets are available are generally very heterogeneous. This generates problems for those companies and individuals who want to reuse such data across several institutions.
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Abstract. Formal features of semantics-related tasks of text processing are reviewed; NP-complete procedural complexity of the class is substantiated. To diminish procedural complexity, the rationale behind applied formal linguistic knowledge is demonstrated, based on the analogy of the knapsack problem and automated text abstracting. Versatile approach for text processing is proposed, considering relations between entities; informational estimates are obtained and recommendations set forward.

Keywords. procedural complexity, NP-completeness, semantics-related tasks, text processing, informational estimate.

Key Terms. Text processing, computational linguistic, synthesis of natural language information.

1 Introduction

Some of the most complicated tasks in computational linguistics are those associated with semantics parsing and synthesis of natural language information. According to the authors, taking into account certain common formal features, such tasks are to be separately classified as semantics-related tasks of text processing, viz. text annotation and abstracting, searching key words, dialogue support etc. Sharper focus on this class and respective scientific research papers are driven by escalating demand for linguistic Internet technologies throughout the world.

Semantics-related tasks of text annotation and abstracting can save time for the experts, provided there is a proper quality of solutions. Summary is a coherent text, concisely depicting core topic as well as objectives, methods and findings of the research or insight, unlike annotation, which is a brief description of the content and general information on the topic. While the main purpose of annotation is to draw attention the text, the summary, containing just 10-23% of the text, allows users to arrive at conclusions as accurately as from the text, having spent twice as less time [1].
The main challenges of the above-mentioned tasks are caused by polysemy of natural language, the topical issue in computational linguistics. It is important to obtain the assessment of complexity of different approaches to solutions of semantics-related tasks, from direct enumeration to such heuristic methods, which enable people to understand the sense of new text information quickly. This will identify the rationale and efficiency of additional procedures of linguistic text analysis, singling out the so-called stop-words, attracting expertise etc. Thus, crucial task is to identify formal properties, including informational and general assessment of the complexity of the class of semantics-related tasks of text processing.

The objective of the research is to assess procedural class complexity of semantics-related tasks and determine efficient approaches to solutions.

2 Analysis of subject domains

To formally include semantics-related tasks in separate class, the general notion of class complexity should be considered. In the theory of algorithms complexity class is a set of computational tasks, approximately similar in terms of computing complexity. Otherwise, complexity class is a predicate set (function, having a word at the entry and coming back with a result 0 or 1), which is used for computing approximately similar number of resources [2].

There is a category of “the most complicated” for each category of tasks. It means that any task from the class goes down to such one, and the task belongs to the class. Such tasks are called complete for the class. NP-complete tasks are the most common.

Usually complexity class is determined by predicate sets with certain properties. Common determination of the class is as follows: complexity class $X$ is called predicate set $P(x)$, computed by Turing machines, using resource computation $O(f(n))$, wherein $n$ is the length of word $x$.

In most cases computation time is selected for the resource (number of tact in Turing machine) or operation area. Languages, which are identified by predicates from any class (i.e. sets of words, for which predicate turns 1), are also called those that belong to the same class.

Class $P$ (Engl. Polynomial) is a set of tasks, providing relatively quick algorithms of solutions. Class $P$ is included in broader classes of algorithms complexity.

Examples of $P$ class are integral addition, division, matrix multiplication, determination of graph connectivity, ranging of sets from $n$ numbers.

Non-deterministic polynomial task is a set of recognition problems, where solutions can be promptly checked at Turing machine, providing certain additional data solutions certificates. Equivalently $NP$ class can be identified as a class, which contains tasks, admitting polynomial time of solution at non-deterministic Turing machine. There are examples of tasks, which are currently either classified or not classified as $P$, but belonging to $NP$:

- Tasks with Boolean formulae – find out with the Boolean formula, if there is a set of input variable, which turns 1. Certificate is such a set.
- Tasks on complete subgraphs – according to graph data, find out, whether it contains complete subgraphs of specified size. Certificate is a number of vertex, making complete subgraph.
Find out the availability of Hamilton cycle in graph. Certificate is a sequence of vertex, making Hamilton cycle.

NP-complete problems are the most complicated among class NP. If anyone could cope with any of them for polynomial time, all tasks of NP class would be solved for polynomial time. Some examples of NP-complete problems are travelling-salesman task problem, Steiner problem, independent set problem, games Sapper, Tetris, Knapsack problems etc. For the time being, all those problems require exponential algorithms of solution.

To assess complexity of semantics-related tasks of text processing, proposed to be included, significant specific criteria of the results on understanding text information should be taken into account. Therefore, let’s consider the issue of polysemy of the words in natural language from the formal view on word meanings. Thesauri usually provide all possible meanings of each word form with respective lexeme sign, which combines a certain set of words. The same spelling of words, belonging to different word forms, is a driver of escalation of scope of searching in the process of determination of proper meaning (polysemantic) of the word in each sentence of the text. Formally for $\eta$ lexeme signs in $i$-sentence of the selected text the general scope of search equals to all possible options of meanings $(k)^{\eta}$, with the only one correct according to the author $(k – average polysemy coefficient of certain language)$.

Linguistic research substantiated the following hypothesis: the higher the level of analyticity in the language, the more frequently the same lexeme sign is used for different functions, and the larger is average polysemy coefficient. For example, Spanish language is more analytical than German, its polysemy coefficient makes the value of 6.9 per lexeme, and for German – being less analytical language, polysemy coefficient is 5.6 per lexeme [3]. Average polysemy coefficient considerably varies for different parts of speech for most synthetic Slavic languages. For example, for nouns – 4.32 meanings per lexeme, for adjectives: 5 – for specific and 3.5 for abstract ones; as for Russian language, average polysemy coefficient makes 3.1 meaning per lexeme [4]. Thus, it can be inferred that the lower limit of general scope of $V$ search for the text is no less than

$$V \geq \sum_{i=1}^{m} 3^{\eta_i},$$

(1)

where, $m$ is a number of sentences in the text.

Apart from the degree of language analyticity, character and subject domain of the text can affect average polysemy coefficient. The latter is reduced by terminological steadiness of certain subject domain and austere (scientific) writing style, and increase by a number of adverbs, metaphors, elements of the so-called Aesopian language etc. Anyway, it is clear that problems of text understanding are formally referred to NP-complete complexity due to a step function (1). Moreover, it is not difficult for people to understand familiar language, including unknown text, which testifies for natural mechanisms of effective selection of the most proper combinations of meanings of all lexemes, contrary to complete search of all possible meanings.

We also considered common approaches for semantic analysis of text information, which differentiate the notions of lexical functions and semantic ones. In terms of semantics of the separate sentence linguists revealed 40-60 (depending on the
language) of lexical functions, which mostly connect separate pairs of words or collocations. Accurate differentiation of all possible cases means the following: complexity by number of pairs at least from \( r \) to 2 with the coefficient of 40, i.e.

\[
V' \geq 40 \cdot \sum_{i=1}^{m} \frac{n_i!}{2^{(r_i - 2)!}}.
\]

The next step of formal adumbration of the sentence content is the notion of semantic relation (scheme), e.g. in [5] aggregation of 21 relations in 6 types, assigned by 9 triadic (quadruple)- predicates. Complexity of such approach is proportional to a number of allocations from \( r \) to 3 with the coefficient of 9, viz.

\[
V'' \geq 9 \cdot \sum_{i=1}^{m} \frac{n_i!}{(r_i - 3)!}.
\]

It should be noted that nearly all people have never heard of lexical functions and semantic relations, or have never thought of them, but it has not prevented them from understanding their language.

Thus, the rationale behind separating the class of semantics-related tasks is as follows: on the one hand, it is characterized by NP-complete complexity, wherein \( V'' \geq V' \geq V \), and, on the other hand, there is an objective existence of natural algorithms of thinking that enable to solve the tasks of the class efficiently.

3 Automated abstracting as an example of semantics-related tasks of text processing

Preliminary analysis is the ground to ascertain that certain semantics-related problems are not only classified as NP-complete by procedural complexity, but are also similar to them by the formulation. Let us consider the afore-mentioned Knapsack problem as a proof, demonstrating convenient analogy for comparison and estimation of procedural complexity of automated text abstracting tasks [6]. Generally, tasks can be formed as follows: we need to select a certain number of objects from assigned set of objects with properties value and weight so that we obtain a maximal aggregate value along with the limit for the aggregate weight.

Without taking into account additional information by parameter analogues “value” and “weight” in Knapsack problems, it is obvious that there are parameters “importance” and “size” of fragments in automated abstracting tasks. Thus, in general case, abstracting is to result in a minimal scope of text, provided that it contains the most important phrases (sentences), whereat the text is supposed to keep the essence, and the last additional requirement makes the tasks of automated abstracting even more complicated. We assume that by the analogy described above, the task of automated abstracting is related to NP-complete problems.

As we know, classifying certain computation problems as NP-complete brings finding approximate algorithms [7] to focus of the scientists, since the unavailability of polynomial solutions makes the scientific paper futile. The problem of combinatorial optimization of knapsack packing is a classical example of unsatisfactory time for solution by precise methods of full enumeration (for the sake of increasing necessary memory), dynamic programming or branches and limits. It shifts the focus to obtaining approximate results by greedy algorithm, genetic algorithms or other methods of discreet optimization. Unlike its analogy, approaches in solutions of
automated abstracting tasks have been historically construed as approximate methods [8], which considered additional linguistic information depending on the specifics of the task, e.g. TRM – Text Relation Map.

Classical TRM method takes into account weighted word vectors, corresponding to fragments (sentences) of the selected document, wherein graph is used as a formal model of semantic relations between structural units of text. Graph vertexes are text fragments, edges connecting the vertexes with a high level of approximation (semantic relation). Identifying key text fragments (vertex of the graph) for abstracting is based on criteria of a number of semantic relations of some fragments with others (ribs, coming out from vertex of the graph). It is proposed to combine TRM method with statistics methods TFIDF and TLTF in different options to additionally identify the weight of separate words of the document [9].

Estimation of procedural complexity of traditional TRM method. Wherein \( n \) is a number of words in the text, and \( m \) is a number of fragments (e.g., sentences). Generally thinking, we assume that there is an equal number of words in each sentence making \( n' = n/m \approx r_1 \). Then one operation of finding scalar outcome of two vectors with dimension \( n' \) (for 2-x sentences) requires computation

\[
k_1 = 2 \frac{n}{m} - 1.
\] (2)

Since general number of fragments is \( m \), the number of operation of scalar outcome of its vectors equals

\[
k_2 = \sum_{j=1}^{m} j.
\] (3)

Sum of terms of arithmetic progression (3):

\[
k_2 = \sum_{j=1}^{m} j = \frac{m(m+1)}{2}.
\] (4)

On the assumption of (2) and (4), general number of computation for identification of measures of semantic similarity of text fragments by TRM method equals to

\[
K_2 = k_1 k_2 = (2 \frac{n}{m} - 1) \frac{m(m+1)}{2}.
\] (5)

Thus [10], limiting the estimate of procedural complexity by TRM method \( O(nm) \) does not exceed the complexity of 2-classed polynom for the number of words in the text \( n \) and proves the efficiency of applying procedures of linguistic analysis. Though, we should admit that the best results of automated abstracting cede in authorship or expert options.

So, the following is effective for typical semantics-related tasks of automated abstracting: a) consideration of relevant linguistic properties and parameters of separate words, text or selection of texts; b) identifying the most informative metrics for estimation of abstracting quality taking into account peculiarities of the text.
4 Informational estimate of the approach to text abstracting with relations between entities taken into account

Information flow analysis can be deemed as an alternative method for estimating complexity of semantics-related tasks. As opposed to procedural complexity, which is identified as a general estimate without specification, and considering peculiarities of the method of solution, informational estimate is procedure-oriented. Therefore, we propose to review informational estimate of the universal approach to text processing with relations between its entities (lexemes) taken into account.

Key feature of semantics-related tasks is deemed to be in determination and processing of content entities of the text. From informational view, understanding the sense of the sentence by a person is accompanied by recognizing separate words of the sentence and relations between pairs of the words with respective construction of the relations tree [11]. It should be recognized that in general using calculus of probability and in particular the notion of entropy in building NLP system goes back to the works of academician Markov regarding mathematical analysis of literary texts [12] and Claude Shannon regarding information value of English alphabetical symbols [13]. Though, such works focus on determination of the probability of correct string of symbols on the level of one word or several consecutive words.

Thus, famous work [14] covers maximum-likelihood approach for automatically constructing maximum entropy models and describes how to implement this approach efficiently, using as examples several problems in natural language processing. Partial results for constructing context-dependent models are obtained, viz. for segmentation of sentences and optimization of other parameters of machine translation. The following is proposed in the work [15]: multilayer neural network architecture that can handle a number of NLP tasks with both speed and accuracy by entropy-based criteria. Proposed are unified neural network architecture and learning algorithm that can be applied to various natural language processing tasks including: part-of-speech tagging, chunking, named entity recognition, and semantic role labeling. Obtained results allow automating the processes of useful markers to the text, though they do not take into account the level of general understanding of the text, which can be achieved by people.

The difference of our approach is that we consider all understanding processes to be carried out by comparative analysis and attracting information from the general linguistic base of knowledge of the subject. If each of those stages is accompanied by increasing of information, the following will be hypothetical in the universal approach:

- Ration of general understanding of text $T$ can vary from minimal to maximal depending on the scope and other parameters of general linguistic base of individual’s knowledge;
- Quality of determination of contents entities is proportional to the level of general understanding of text, to be confirmed by formal properties.

Informational estimate of this information is as follows:

1. Hereby we determine the entropy scope of one word in the text, for the case when appearance of the word is an independent and accidental event $x$ with $l$ of the following possible states
\[
H(x) = - \sum_{j=1}^{l} p(x_j) \cdot \log p(x_j).
\]

And maximal average estimate is made for the equally likely case

\[
H_w = \log_2 l \ [Bit].
\]

A number of different words (lexemes) of the text \(T\) can be considered variable \(l\), and it is obvious that \(l \leq n\).

2. Let’s determine maximal estimate of entropy scope of all words of the sentence, provided that appearance of next word with \(n'\) words of this sentence does not depend on the previous one

\[
H(x) = -n' \sum_{j=1}^{l} p(x_j) \cdot \log p(x_j),
\]

or for equally likely case

\[
H_{sw} = n' \log_2 l \ [Bit]. \quad (6)
\]

3. Let’s determine entropy scope of paired association, provided that the words of the sentence in the form of a certain set \(X = \{x_1, \ldots, x_{n'}\}\) are known and recognized by the individual. For the pair to appear independently as an accidental event, potential number of pairs \(y\) can be \(n'x(n'-1) = (n')^2 - n'\), where sentence with \(n'\) words makes parsing tree from \(n'\) pairs, taking into account bilateral relation of subject-predicate. On the other hand, key diagonal of such matrix is excluded, since the word in the sentence cannot be connected with itself. Thus

\[
H(y) = -\sum_{i=1}^{(n')^2-n'} p(y_i | X) \cdot \log p(y_i | X).
\]

Accordingly, we get the following for equally likely cases

\[
H_p = \log_2 (n')^2 = 2 \cdot \log_2 n' \ [Bit].
\]

4. Entropy scope of all pairs of separate sentences can be determined by combinational properties of tree formation from \(n'\) pairs, which are selected from \(n'x(n'-1)\) possible. In case of the most rigid condition of independent combination of words into \(n'\) pairs we have the following

\[
H(y) = -n' \sum_{i=1}^{(n')^2-n'} p(y_i | X) \cdot \log p(y_i | X),
\]

And for equally likely case

\[
H_{sp} = n' \log_2 (n')^2 = 2n' \log_2 n' \ [Bit]. \quad (7)
\]

As a result of increasing basic scope of word entropy into sentences (6) by additional entropy of its pairs (7) we get maximal general entropy of one sentence of the text

\[
H_{sent} = H_w + H_{sp} = n' \left( \log_2 l + 2 \cdot \log_2 n' \right) \ [Bit]. \quad (8)
\]

Thus, application of proposed universal approach to processing the texts with \(m\) sentences increases general linguistic knowledge base of the individual by \(m \cdot n'(\log_2 l + 2 \cdot \log_2 n') \ [Bit]\).
Analysis of phrase (8) demonstrates that in case of inconsiderable fluctuation of a number of significant words $n'$ in a sentence, $l$ – a number of recognized word forms (lexemes) of the text remains a key parameter of general linguistic knowledge of the individual. It can be also inferred that there is a common estimate range $O(m \cdot n' \cdot l)$ of procedural complexity of the universal approach, which is commensurate to procedural complexity of TRM method for typical semantics-related tasks of automated abstracting.

To diminish procedural complexity of the proposed approach, which appears to be promising for solving a number of semantics-related tasks [11], frequency characteristics of vocabulary stock of natural language should be considered. Since considerable word forms (lexemes) of the sentence carry the most comprehensive information, direct exclusion of the so-called stop-words in the process of text parsing and identification of co-references of the pronoun considerable decreases value $l$. Thus, according to [16, 17] for synthetic Russian language specific weight in the corpus of such parts of speech as parenthesis, pronouns (for nouns, adjectives and adverbs), prepositions, conjunctions, particles make 38,1%. The situation is different for analytical languages like English, viz. according to [18], specific weight of nouns, verbs, adjectives and adverbs from most frequently used words makes 96,4%. On the other hand, exclusion of loss-making relations for relatively small number of prepositions of English sentence enables to considerably decrease the value $n'$. All those processes are provided by modern parsers.

5 Conclusion

It has been substantiated that semantics-related tasks should be identified as separate class, characterized by NP-complete complexity along with algorithms of natural reasoning, which provide efficient solutions of tasks of this class. The analogy between knapsack problem and automated abstracting has demonstrated that using linguistic knowledge is traditionally included in text processing algorithms and enables to decrease procedural complexity to polynomial.

Based on the obtained informational estimate of universal approach in text processing with relations between entities taken into account, maximal general entropy of one sentence of the text has been determined. Since complexity of proposed method is polynomial, and technological possibilities of modern parsers provide respective procedures of linguistic analysis of text, processing of the latter with $m$ sentences under that approach can practically increase general linguistic knowledge base of the individual by $m \cdot n' (\log_2 l + 2 \cdot \log_2 n')$ [Bit].

Promising direction for development of the research is to determine how acquired knowledge about relations between relevant entities of the text affect the accuracy of likelihood estimation $p(y_1 | X)$. 
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Abstract. Clock Constraint Specification Language, or CCSL, is a domain-specific language designed to model distributed real-time systems in terms of logical time, that is of sequences of events. Typical application of CCSL is to serve as a specification language for verification of specified systems.

In this paper we provide a sound and complete axiomatic for propositional logic over large fragment of CCSL which we call reduced CCSL, or RCCSL. This axiomatics appears to be rather simple, thus enabling effective verification of RCCSL specifications.
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1 Introduction

Models dealing with discrete logical time rather than with real-valued “physical time” are well known to computer science, one classical example being Lamport’s algorithm for distributed clock synchronization [2]. In this paper we study model called Clock Constraint Specification Language (CCSL), proposed by F. Mallet in his dissertation [3]. Initially developed as UML profile for MARTE, CCSL later become domain-specific language on its own.

Constraints developed with CCSL allow some obvious logical reasoning, however the natural question arises: to which extent can this reasoning be carried out. Considerable efforts involving reasoning about CCSL constraints are put fromm the standpoint of formal verification of MARTE models with CCSL constraints. Usually this verification is carried out by transforming model into some framework which provides a model-checking ability, for example UPAAL [5] or Fiacre [1].

We take a different approach, having in mind a rather theoretical goal. We restrict ourselves with a fragment of CCSL called Reduced CCSL (RCCSL), for which we provide sound and complete system of axioms for propositional logic over it. The question of constructing such axiomatics for CCSL itself remains open.
As we see it, this result can be interesting in two ways. First, complete and sound axiomatic gives way to effective verification of constraint system. On the other hand, lots of effort are put into extending CCSL by endowing it with clock compositions or by introducing delays, see for example [4]. These attempts reveal a demand for deeper understanding of which elementary dependencies between clock can exist and which expressive power do they bring about. The language of logic which we utilize here can be exceptionally well suited for answering such questions.

The structure of the paper is as follows: In Section 2 we introduce basic terminology from CCSL and from logic background. In Section 3 we introduce axiomatics which, as we argue later, is a complete and sound axiomatics for modeling time systems with RCCSL. In Section 4 we take first preliminary steps towards the proof of completeness. Section 5 contains the most essential part of the paper, providing the central part of the proof of completeness. Section 6 concludes the paper.

2 CCSL and RCCSL

We start with a short introduction to CCSL terminology following [6]. We define time structure as a tuple \((\mathcal{I}, \leq, \mathcal{C}, \pi)\) where \(\mathcal{I}\) is at most countable set of instants, \(\mathcal{C}\) is a finite set of clocks, \(\leq\) is a preorder on \(\mathcal{I}\) such that \((x]\) is finite for all \(x \in \mathcal{I}\), where \((x]\) is a principal preorder-ideal of \(x\), that is \((x]\) = \(\{y \mid y \leq x\}\); finally, \(\pi\) is a function \(\pi: \mathcal{I} \mapsto \mathcal{C}\), mapping each instant into corresponding clock, such that for every \(c \in \mathcal{C}\) each preimage \(\mathcal{I}_c = \pi^{-1}(c)\) is linearly ordered and nonempty. We denote an equivalence relation corresponding to \(\leq\) by \(\hat{=}\), that is, \(x \hat{=} y\) if \(x \leq y\) and \(y \leq x\).

Thus defined, clock systems models a situation when we are given a set of clocks, each producing signals for which we only know their relative order of appearance. Signals in different clocks may be incomparable, or, on the contrary, may happen simultaneously. Proposition 1 in [6] can clarify this parallel.

**Proposition 1** For a time structure \((\mathcal{I}, \leq, \mathcal{C}, \pi)\), each \(\mathcal{I}_c\) is well-ordered with ordinal type at most \(\omega\), where \(\omega\) is first finite ordinal.

In order to visualize time system we use a modified version of Hasse diagram, see Figure 1 below. Vertical lines depicts instants of corresponding clocks, slanted lines between clocks depict covering relation of \(\leq\), finally instants equivalent with respect to \(\leq\) are connected by horizontal lines.

For an instant \(i\) of \(\mathcal{I}\) we define height \(h(i)\) of \(i\) as the length of the largest increasing chain in \(\mathcal{I}\), ending in \(i\) minus one. This is a standard order-theoretic definition which can be reformulated in an inductive way as follows

- \(h(i) = 0\), whenever \(i\) is minimal in \(\mathcal{I}\);
Fig. 1. Example of Hasse diagram depicting a time structure with clocks $a$, $b$ and $c$.

\[-h(i) = \max\{h(j) \mid j < i\} + 1.\]

Heights of instants are also depicted on Figure 1 below.

We say that time system is linear if $\leq$ is a linear quasi-order, that is $\leq$ becomes a linear order after factorization by corresponding equivalence relation. When depicting a linear time system, we will omit slanted and horizontal lines on Hasse diagram, the order between instants in this case is represented solely by their relative height.

We define run as a time system with the set $\mathcal{I}$ defined as a custom subset of $C \times \mathbb{N}$, with $\pi(a, k) = a$ and $(a, k) \leq (b, l)$ if and only if $k \leq l$, for all $(a, k)$ and $(b, l)$ in $C \times \mathbb{N}$. In a run every set $\mathcal{I}_c$ can be treated as a finite or infinite sequence of natural numbers. Trivially, every run is a linear time system. On the other hand, every time system can be considered a run, as stated in the Proposition 2 below, we refer to [6] for proof.

**Proposition 2** For a time system $T = (\mathcal{I}, \leq, C, \pi)$ define a run $L(I) = (\mathcal{I}', C)$ where $\mathcal{I}'$ is defined as

$$\mathcal{I}' = \{((\pi(x), h(x)) \mid x \in \mathcal{I})\}.$$  

Then $L(I)$ is a linear time system, and if $I$ is linear, then $L(I) \cong I$.

Let us fix a potentially infinite set of clocks $C$ and a set $\mathcal{S}^*$ of binary relation symbols

$$\mathcal{S}^* = \{\equiv, <, \leq, \subseteq, \#\},$$

called coincidence, precedence, cause, subclocking and exclusion correspondingly. Now we introduce CCSL as a propositional language over a set $\mathcal{T}$ of terms, where each term is defined as a triple $xRy$, $x$ and $y$ are clocks and $R$ is a relational symbol from $\mathcal{S}^*$. Thus, $\mathcal{T} = C \times \mathcal{S} \times C$.

Thus, examples of terms are: $a \equiv b$, $a \# a$ or $b \prec d$; and CCSL formulas are:

- $a \equiv b$, $\lnot(a \# b) \wedge a \prec c$, $\lnot(\lnot(a \# b) \wedge (b \preceq c \lor \lnot(a \equiv b)))$. 

- $h(i) = \max\{h(j) \mid j < i\} + 1.$
Reduced CCSL, or RCCSL, is defined in a similar way, by excluding precedence from the set of possible relational symbols. That is, we fix
\[ S = \{ ≡, ≤, ⊆, #\}. \]

In the example above, \( \neg(a\#b)\land a ≺ c \) is not an RCCSL formula, but \( \neg(a\#b)\land a \leq c \) is.

CCSL terms can be interpreted on time systems with the set of clocks \( C \) as follows:

- \( a ≡ b \) ⇔ for any \( x \in I_a \) there is \( y \in I_b \) with \( x = y \) and vice versa;
- \( a ≺ b \) ⇔ there is a strict extensive \( h: C_a \to C_b \), that is, \( x < h(x) \), for all \( x \in C_a \);
- \( a ≤ b \) ⇔ there is an extensive \( h: C_a \to C_b \), that is, \( x ≤ h(x) \), for all \( x \in C_a \);
- \( a ⊆ b \) ⇔ for any \( x \in I_a \) there is \( y \in I_b \) with \( x = y \);
- \( a \# b \) ⇔ \( x \neq y \) for all \( x \in C_a, y \in C_b \).

Figure 2 illustrates the interpretation of CCSL terms on time systems.

![Fig. 2. Cause and subclocking relation on clocks a and b](image)

After we interpret all CCSL terms, the interpretation of CCSL formulas on time systems is straightforward. For example, time system on Figure 1 satisfies formula \( (a ≺ b) \land (\neg(b\#c) \lor \neg(a\#c)) \).

3 Axiomatics

Notice, that not all CCSL formulas, satisfiable as propositional formulas, can be satisfied on time system. For example, a formula \( \neg(a ≡ a) \) is clearly satisfiable if we put \( (a ≡ a) = False \). On the other hand, this formula can hold on no time structure. In fact, the following formulas, which we call axioms, hold on any time structure.
Axiomatics A1 (A₀)

1. ≡ is an equivalence relation, which is congruent with respect to every other relation in S, i.e.
   \[ \forall \ast \in S \forall a, b, a', b' \in C, a \equiv a', b \equiv b' : a \ast b \iff a' \ast b' ; \]

2. ≤ and ⊆ are quasiorders (i.e. reflexive and transitive) sharing associated equivalence relation ≡;

3. a ⊆ b ⇒ b ≤ a;

4. # is irreflexive and symmetrical;

5. a ⊆ b, b # c ⇒ a # c.

We say that a CCSL formula is valid if it holds under any interpretation on time structures. We say that an axiomatics is sound if all its axioms are valid formulas. Similarly, we call axiomatics complete, if any valid formula can be inferred from it. Throughout the paper, we consider all propositional axioms and propositional inference rules over CCSL terms to hold.

We denote Axiomatics A1 by A₀ and refer to [6] for its soundness. In fact, in the following two sections we will show that this axiom set is also complete. Each of the axioms in A₀ is not a singular propositional axiom, but rather a set of axioms, described in generally used terminology.

Define relation structure as a pair (C, R), where R is a subset in T, which we treat as a valuation on a set of CCSL terms on C. Usually we will write relation structure simply as R. For each relation symbol * we define its corresponding relation in a relation structure:

\[ *_R = \{(a, b) \mid a, b \in C; (a, *, b) \in R\} \]

For a set of propositional formulas F over T we write R \models F iff all formulas in F hold under truth assignment R, and say that R comply with F. Given a time structure T we define R(T) as a valuation of terms given by their interpretation on T. We say that time structure T complies with F, denoted T \models F, if R(T) does.

Using completeness of propositional logic we infer following general fact, which is essential for our proof of completeness

**Proposition 3** A is complete iff there is a model for a relation structure R whenever R complies with A.

**Proof.** (⇒) : Let R comply with A but does not have a model. Let FR be a propositional formula which holds only for R. As there is no model for R, ¬FR is a valid formula and thus A ⊢ ¬FR. By propositional inference rules this is equivalent to the formula ¬A ∨ ¬FR being propositionally valid, but it does not hold on R, a contradiction.

(⇐) : Let F be a valid formula not inferred from A. Then there is a propositional structure R such that R complies with A but not with F. By assumption, there is a time structure T with R(T) = R. But then F does not hold on T, which means F is not valid, a contradiction. ■
4 Completeness: preliminary reduction

Our first goal is to eliminate relations $\equiv$ and $\#$ . We say that relational structure $R$ is clarified if $\equiv$ is an equivalence relation. We say that time structure is clarified if its relational structure is.

For a relational structure $\langle C_0, R_0 \rangle$ we define its factorization as a relational structure $\langle C_e, R_e \rangle$, denoted $\langle C_0, R_0 \rangle /_{\equiv_0}$, such that:

- $C_e$ is a set of equivalence classes of $C_0$ by $\equiv_0$;
- $R_e = \{ ([a]_{\equiv_0}, *, [b]_{\equiv_0}) \mid a, b \in C_0, * \in S; (a, *, b) \in R_0 \}$. 

The fact that $\equiv_0$ is a congruence guarantees that the definition of $R_e$ is consistent. Obviously, $R_e$ is clarified for any $R_0$. Let us now define simplified axiom system $A_e$, which defines axioms for clarified time systems.

**Axiomatics A2 ($A_e$)**

1. $\equiv$ is an equity;
2. $\preceq$ and $\subseteq$ are partial orders;
3 - 5. same as in $A_0$

To justify passing from $A_0$ to $A_e$ let us prove the following two easy lemmas:

**Lemma 1** If a relational model $R_A$ complies with $A_0$ then $R_A/_{\equiv_A}$ complies with $A_e$.

**Proof.** Obvious. ■

**Lemma 2** Given a relational model $R_A$, if there is model for $R_A/_{\equiv_A}$ then there is model for $R_A$.

**Proof.** Let $C$ be clocks of $R_A/_{\equiv_A}$ and let $T'$ be a model for $R_A/_{\equiv_A}$. Then clocks from $C$ are equivalence classes of clocks from $C_A$. Define time system $T$ with clocks $C_A$ such that $T'_a = T_{[a]}$. Now it is a trivial fact to check that $T$ is a model for $R_A$. ■

As our next step we relax restrictions on $\#$ relation. From $A_e$ we can easily deduce that

$$\exists c: c \subseteq a, c \subseteq b \Rightarrow \neg a \# b.$$  

Indeed

$$a \# b, c \subseteq a, c \subseteq b \Rightarrow c \# b, c \subseteq b \Rightarrow c \# c,$$

a contradiction.

It would be convenient for us if this implication would work the other way as well, i.e. if $\exists c: c \subseteq a, c \subseteq b \Leftrightarrow \neg a \# b$. However it is easy to construct a counterexample to this statement, on the other hand, it is always possible to "extend" the temporal structure by adding a clock (or several), so that it become true, see Figure 3 below:

We want to make the same trick, but with relation structures rather than with temporal structures.
For a relation structure \((C_A, R_A)\) and a set of clocks \(C_B \subseteq C_A\) by restriction of relation structure \(R_A\) to \(C_B\), denoted \(R_A|_{C_B}\), we understand a relation structure \((C_B, R_B)\), where:

\[
R_B = R_A \cap C_B \times S \times C_B.
\]

Next, by extension of a relation structure \(R_A\) we understand a relation structure \(R_B\) such that \(R_A = R_B|_{C_A}\). We say that relation structure is subclock-closed, iff for it holds

\[
\exists c: c \subseteq a, c \subseteq b \iff \neg a \# b
\]

The time structure is subclock-closed iff its relation structure is subclock-closed. Theorem 1 allows us to consider only subclock-closed relation structures:

**Theorem 1** For each relation structure satisfying \(A_e\) there is a subclock-closed extension satisfying \(A_e\).

**Proof.** Take a non subclock-closed relation structure \(R_A\) satisfying \(A_e\). Let \(<\) be some strict linear order on the set \(C_A\). Define a set \(R\) as:

\[
R = \{ c_{ab} \mid a, b \in C_A, a < b; \neg a \# b, \neg (\exists c: c \subseteq a, c \subseteq b) \}.
\]

Define the set of clocks \(C_B\) of our to-be-constructed system as:

\[
C_B = C_A \cup R.
\]

Now we need to define relations \(R_B\) in three cases: for pair of old clocks, for pair of new clocks and for a pair of an old and a new clock. In the first case we simply put \(R_B|_{C_A} = R_A\), which automatically assures that \(R_B\) is an extension of \(R_A\).

In case of two elements from \(R\) we put:

\[
\begin{align*}
c_{ab} &< c_{de} \iff c_{ab} = c_{de}; \\
c_{ab} &\subseteq c_{de} \iff c_{ab} = c_{de}; \\
c_{ab} &\# c_{de} \iff c_{ab} \neq c_{de}.
\end{align*}
\]
Finally, when elements are from different sets, put:
\[ \forall a, b, c: c_{ab} \not\subseteq d, d \not\subseteq c_{ab} \]
and
\[ d \not\leq c_{ab} \iff d \not\leq a \text{ or } d \not\leq b; \]
\[ c_{ab} \subseteq d \iff a \subseteq d \text{ or } b \subseteq d; \]
\[ c_{ab} \# d \iff d \# c_{ab} \iff \neg c_{ab} \subseteq d \iff a \not\subseteq d \text{ and } b \not\subseteq d. \]

Generally, for a pair of clocks \( a, b \) from \( C \) such that \( \neg a \# b, \neg (\exists c \in C: c \subseteq a, c \subseteq b) \) by \( c_{ab} \) we understand element \( c_{ab} \) in case when \( a \triangleleft b \) and element \( c_{ba} \) in case when \( b \triangleleft a \).

Observe, that \( RB \) is subclock-closed, indeed:
\[ a, b \in C, \neg a \# b, \neg (\exists c \in C: c \subseteq a, c \subseteq b) \implies \exists c = c_{ab} \in C_B: c \subseteq a, c \subseteq b \]
\[ a \in C, c_{de} \in R, \neg a \# c_{de} \implies \neg c_{de} \subseteq a; \]
\[ c_{ab}, c_{de} \in R, \neg c_{ab} \# c_{de} \implies c_{ab} = c_{de}. \]

So what is left to check is that \( RB \) satisfy \( A_e \), let us do it.

1. \( \preceq \) and \( \subseteq \) are partial orders:
   - Check the transitivity of \( \preceq \): if \( f \preceq e \preceq a, a \neq e, e \neq f \) then, as all elements in \( R \) are not larger than any element of \( C \), we have two possibilities: either \( a, c, f \in C \), in which case the transitivity is trivial, or \( a = c_{b,d} \in R, e, f \in C \), but then:
     \[ e \preceq c_{b,d} \iff e \preceq b \text{ or } e \preceq d \Rightarrow f \preceq b \text{ or } f \preceq d \iff f \preceq c_{b,d}. \]
   - The reflexivity and the fact that associated equivalence relation is an equity are trivial. The proof for \( \subseteq \) is similar.

2. \( a \subseteq b \Rightarrow b \preceq a \): obvious.

3. \( \# \) is irreflexive and symmetrical: obvious.

4. \( a \subseteq b, b \not\# c \Rightarrow a \not\# c \):
   - follows from the fact that \( RB \) is subclock-closed and that \( \subseteq \) is a partial order, indeed let \( \neg a \# c \) then \( \exists d: d \subseteq a, d \subseteq c \). But then \( d \subseteq a \subseteq b \) and so \( \neg b \# c \), a contradiction.

Now, if we fix axiom system \( A_F \), which is a proper subset of \( A_e \),

**Axiomatics A3 (A_F)**

1. \( \preceq \) and \( \subseteq \) are partial orders;
2. \( a \subseteq b \Rightarrow b \preceq a; \)

then Theorem 1 together with Lemmas 1 and 2 yield the following corollary.
Corollary 1 If every subclock-closed relational structure compliant with $A_F$ can be realized by clarified subclock-closed time system, then every relational structure compliant with $A_0$ can be realized by some time system.

Proof. Let $R$ be a relational structure compliant with $A_0$. Then by Lemma 1 $R_E = R/\equiv$ is compliant with $A_e$. Take a subclock-closed extension $R_F$ of $R_E$, which exists by Theorem 1. Now $R_F$ satisfy $A_e$ and thus $A_F$ and by the hypothesis of the corollary there is subclock-closed time system $T_F$ such that $R_F = R(T_F)$.

Notice that while $R(T_F)$ contains only interpretations of formulas with $\preceq$ and $\subseteq$, by $S$ it can be extended in a straightforward fashion to formulas with $\#$ and $\equiv$. Thus, $T_F$ restricted to $C_F$ is a model for $R_F$. The claim of the corollary now follows by Lemma 2. ■

5 Completeness: modelling $\subseteq$ and $\preceq$

Theorem 2 Take a set of clocks $C$ and a pair of partial orders $\preceq$ and $\subseteq$ on it, such that $a \subseteq b \Rightarrow b \preceq a$. Then there is a subclock-closed time structure $T$ over the same clocks such that $\subseteq_T = \subseteq$ and $\preceq_T = \preceq$.

Proof. Let $n = |C|$. Fix some linear order $\triangleleft$ on $C$ and denote by $c_i$ the $i$-th clock in $C$ relative to this order. Fix $p$ linear orders $\pi_1 \ldots \pi_n$ on $C$ so that

1. each $\pi_i$ is an extension of $\preceq$;
2. $\bigcap_{i=1}^p \pi_i = \preceq$

Clearly, such orders can be found and $p$ can always be chosen so that $p \leq n$.

Next, define function $f: C \to \mathbb{N}^+$ as:

$$f(x) = \begin{cases} 1 & \forall y \neq x: y \not\preceq x \\ \sum_{y \preceq x, y \neq x} f(y) & \text{otherwise} \end{cases}$$

It is clear that, although this definition is "recursive", the recursion is only seeming: for bottom elements with regards to $\preceq$, i.e. for elements of height 1, the sum is empty, and so $f$ equals 1; for elements of height 2 $f$ is defined via elements of height 1, etc., see Figure 4 below.

![Figure 4](image-url)

Fig. 4. Function $f$ recursively defined for a partial order $\preceq
Let \( F = \sum_x f(x) \). Choose \( l_1, \ldots, l_p \in \mathbb{N} \) as:
\[
\begin{align*}
l_1 & = 1; \\
l_i & = F \ast (l_1 + \cdots + l_{i-1}) + 1.
\end{align*}
\]
Or, using a direct formula:
\[
l_i = (F + 1)^{i-1}.
\]
Now, define \( I \) to be the chain with \( F \ast (l_1 + \cdots + l_p) \) elements:
\[
I = \{(i, c, j) \mid i = 1 \ldots p; c \in C; j = 1 \ldots l_i \ast f(c)\}
\]
with order given by
\[
(i, c, j) \leq (q, d, r) \iff \begin{cases} 
  i < q \\
  i = q, c > \pi, d \\
  i = q, c = d, j \leq r
\end{cases}
\]
So this order is "almost" lexicographic, except that the second letter is each time ordered differently, depending of the first one.

Define clock \( c_T \) in \( T \) as:
\[
c_T = \{(i, d, j) \in I \mid d \subseteq c\}.
\]
We claim that thus defined time structure \( T \) satisfies the requirements of the theorem.

From the definition of \( c_T \) it is obvious that \( T \) is subclock-closed, and that it satisfies \( \subseteq_T = \subseteq \). The nontrivial part is to show that \( \preceq_T = \preceq \), which we will do now by separately showing that \( \preceq_T \subseteq \preceq \) and \( \preceq \subseteq \preceq_T \).

1. \( \preceq_T \subseteq \preceq \):

Let \( a, b \in C, a \preceq_T b \). Then for each \( i \) we have \( a \preceq_i b \). Define the function \( h : a_T \to b_T \) as:
\[
h(i, x, j) = (i, b, g_a(i, x, j))
\]
where
\[
g_a(i, x, j) = \left| \{(i, x', j') \in a_T \mid (i, x', j') \leq (i, x, j)\} \right|.
\]
Observe, that to assure that \( h \) is correctly defined, we must check that \( g_a(i, x, j) \leq l_i \ast f(b) \), but indeed:
\[
g_a(i, x, j) = \left| \{(i, x', j') \in a_T \mid (i, x', j') \leq (i, x, j)\} \right|
\leq \left| \{(i, x', j') \in a_T \} \right|
\leq \sum_{x' \leq a} f(x') \ast l_i \leq \sum_{x' \leq a} f(x') \ast l_i
\leq \sum_{x' \in b, x' \neq b} f(x') \ast l_i = l_i \ast f(b).
\]
So \( h \) is defined correctly, it is obviously strictly increasing and from \( (i, x, j) \in a_T \) follows \( x \preceq_T a \preceq_T b \), and \( \forall w: (i, x, j) > (i, b, w) \) yields \( h(i, x, j) \leq (i, x, j) \).
2. $\preceq \subseteq \preceq_T$:  
Take $a, b \in \mathcal{C}$, $a \not\leq b$, and take $k$ so that

$$a \not\leq_{\pi_k} b \iff b \leq_{\pi_k} a.$$  

If $a \preceq_T b$ then there is an increasing function $h: a_T \to b_T$ such that $\forall w: h(w) \leq w$. Observe that $f(a) \ast l_k$ elements represented as $(k, a, u)$ do not belong to $b_T$, from which we conclude:

$$f(a) \ast l_k \leq \left| \left\{ (i, x, j) \in b_T \mid (i, x, j) < (k, a, f(a) \ast l_k) \right\} \right|$$

$$= \left| \left\{ (i, x, j) \in b_T \mid (i, x, j) < (k, a, 1) \right\} \right|$$

$$\leq \left| \left\{ (k, x, j) \in b_T \mid (k, x, j) < (k, a, 1) \right\} \right|$$

$$+ \left| \left\{ (i, x, j) \in b_T \mid i <= k - 1 \right\} \right|$$

$$\leq \left| \left\{ (k, x, j) \in b_T \mid a \leq_{\pi_k} x \leq_{\pi_k} b \right\} \right| + \left| \left\{ (i, x, j) \in I \mid i <= k - 1 \right\} \right|$$

$$= 0 + F \ast (l_1 + \cdots + l_{k-1}) = l_k - 1,$$

a contradiction.

\[\square\]

**Corollary 2** Every subclock-closed relational structure compliant with $A_F$ can be realized by clarified subclock-closed time system.

Combining Corollaries 1, 2 and Proposition 3 we obtain

**Theorem 3** Axiom system $A_0$ is complete and sound axiom system with time systems as its models.

As a spin-off, let us notice that time system constructed in Theorem ?? is a run and is finite. These properties are also preserved by extension in Theorem 1 and by factorization in Lemma 1. Thus, we have the following propositions.

**Statement 1** Axiom system $A_0$ is complete and sound axiom system with runs as its models.

**Statement 2** Axiom system $A_0$ has finite model property.

6 Conclusion and future work

We had constructed sound and complete axiomatics for propositional logic over RCCSL, with completeness being the nontrivial part of this construction. We hope that the proposed model-theoretical approach would help to define canonical clock constraints that would be essential from theoretical perspective. As
an example, this paper shows that when arguing about clock constrains, coincidence could be easily removed from consideration, which is obvious. What is not so obvious is that arguing about exclusion could be replaced by arguing about subclocking.

Natural question that arises from this perspective is to extend our result to wider fragments of logic over CCSL, we formulate it as a series of problems.

**Problem 1** What is the complete and sound system of axioms for propositional logic over CCSL.

**Problem 2** What is the complete and sound system of axioms for propositional logic over CCSL with clock compositions.

**Problem 3** What is the complete and sound system of axioms for propositional logic over CCSL with delays.

Our preliminary research shows that axiom system for complete CCSL might be much more complicated than the one for RCCSL. On the other hand, augmenting CCSL with composition might quite naturally fall into our approach of extending time systems.
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Abstract. Investigations on the design and creation of high-performance information systems based on a number of paradigms supporting a human activity in formalized text processing were started in the beginning of 1960s – the time of the appearance of computers of such a high performance that programming of complex intelligent processes became possible. The so-called evidential paradigm is among them and it can be considered as a certain way of the integration of all reasonable paradigms intended for the development of languages for presenting formalized text in the form most appropriate for a user, formalization and evolutional development of a computer-made proof step, information environment having an influence on a current evidence of a computer-made proof step, and interactive man-assistant search of a proof. This paper contains a short description of the evidential paradigm and its implementation in the form of systems for presenting and processing formal knowledge.

Keywords. paradigm, Evidence Algorithm, formalized text, formal language, automated reasoning, automated theorem-proving, classical logic, intuitionistic logic, modal logic, number computation, symbolic transformation, deduction, induction, proof search, sequent calculus

Key Terms. Machine Intelligence

1 Introduction

The term “artificial intelligence” cannot be reduced only to the creation of devices or their components that completely or partially simulate the physical activity of humans; it also touches questions relating to the ability of a human to do reasoning in the framework of formalized languages. Investigations in this direction as well as in the direction of design and creation of high-performance intelligent information systems, now called automated reasoning systems and computer algebra systems started in the beginning of 1960s – the time of the appearance of computing machines of such a high speed, information capacity, and flexibility, that the programming of complex intelligent processes became possible. As a result, several different paradigms of the intelligent processing of computer formalized knowledge have appeared.
Efficient processing of formalized knowledge presupposes carrying out deep investigations in the fields of automated reasoning and construction of linguistic tools intended for supporting daily mental activity of a human, which presupposes an auspicious combination of theory and practice.

Attempts to find a reasonable balance between theory and practice have lead to creation and development of a number of certain paradigms reflected in intelligent systems such as automated theorem-proving and computer algebra systems.

In Ukraine, such investigations were initiated by Academician V.M.Glushkov in the end of 1960s, who announced the Evidence Algorithm (EA) programme in intended for making research on automated theorem proving and symbolic computations simultaneously in languages for presenting formalized texts in the form most appropriate for a user, formalization and evolutionary development of a computer-made proof step, information environment having an influence on a current evidence of a computer-made proof step, and interactive man-assistant search of a proof. In [4], the modern vision of the EA programme was called the evidential paradigm.

The implementation of Glushkov’s approach in the framework of the evidential paradigm has found its partial reflection in the form of the so-called SAD system (System for Automated Deduction) intended for the presentation and processing of (formalized) mathematical texts in English and accessible at http://nevidal.org/. This paper is devoted to a short description of the peculiarities and features of the evidential paradigm and SAD.

2 Some remarks on formalized knowledge processing

Let us consider some of the issues, with which computer science is constantly dealing in solving problems associated with the formalized knowledge processing based on the following paradigms: numerical, analytical (symbolic), deductive, inductive and integrative.

The numerical paradigm reflects tools and methods for finding approximate or exact solutions of problems of pure or applied mathematics. It is based on constructing finite sequences of numerical calculations and actions over finite sets of numbers.

The symbolic (analytical) paradigm is based on the ability of computers to perform complex symbolic transformations, do numerical calculations, plot functions, construct mathematical models of certain processes, and so on. It is focused on the construction and use of computer algebra systems and appeared as an alternative to the numerical paradigm in the middle of 1960s, when computers with high enough performance were constructed.

The deductive paradigm reflects the declarative way of the representation and processing of computer knowledge. It is based on the fact that existing knowledge is represented in the form of certain formal texts or their pieces (usually axioms,

---

1 A detailed enough description of EA and the investigations connected with it can be found in [2] and [3].
definitions, propositions, theorems, etc.) and that an additional knowledge is produced by means of applying certain inference (reasoning) rules for deducing new facts. The systems for the representation and processing of knowledge based on this paradigm are called automated reasoning systems, most of which exists in the form of automated theorem-proving systems, as the deductive approach is most relevant and efficient for tasks requiring reasonings “from general to particular” used in many application areas.

The *inductive paradigm* is based: in the natural sciences – on the transition from individual observations to general conclusions, while in mathematics – on the induction method used for the “checking” of a selected property for partially or fully ordered objects.

The *integration paradigm* “brings together” all of the above-mentioned paradigms. It can be divided into two types:

- *integration at the design phase*, when the ability of hierarchical building-in new components and subsystems into a designed system and connecting it to available computer services is provided during the design time of the system and
- *integration at the operation stage*, i.e. combining existing computer services into one (new) system (a special interest to the development of such services has been caused by a wide use of the Internet for the date exchange and transition of a necessary information, which, in its turn, led to the creation of relevant data exchange standards).

As to the integration at the operation stage, there can be mentioned Open Mechanized Reasoning Systems [5] and OpenMath [6] projects, in the framework of which certain specification and communication languages for solving tasks of theorem proving and symbolic computation were constructed.

The most famous representatives of the approach to the integration at the design stage are the QED [7] project as well as the Mizar [8] and Theorema [9] systems.

As for the Evidence Algorithm, it can be considered as the first representative of the integration paradigm at the design stage, which gave a reason for calling it by the evidential paradigm.

### 3 Peculiarities of evidential paradigm

The evidential paradigm is developed for mainly solving such problems of formalized text processing as proving a theorem under consideration or verifying a given proof of a theorem.

According to the evidential paradigm, the scheme of the processing of formalized (non necessary mathematical) texts is as follows (a more detailed description can be found in [2]):

- Text prepared by a user for proving/verifying a theorem $\Rightarrow$ (using a parser)
- A first-order self-contained text $\Rightarrow$ A computer-made proof/verifier $\Rightarrow$ (using a prover)
- Text in a form comprehensible for a human $\Rightarrow$ (using an editor)
Thus, the following problems arise in the framework of the evidential paradigm: creation of formal mathematical languages, construction of deductive methods and tools, creation and usage of information environment, and development of interactive modes.

Let us briefly describe each of them and some of the ways used for solving them. Naturally, the main attention will be paid to the linguistic and deductive tools satisfying the evidential paradigm requirements. In this connection, the other tools are only slightly contoured.

3.1 Linguistic tools

The following requirements were formulated for a language that should be constructed in the framework of the evidential paradigm.

Its syntax and semantics should be formalized. It should allow writing the axioms of a theory under consideration as well as auxiliary propositions, lemmas, theorems, and their proofs to ensure the self-containedness of a text and wording of definitions. The language thesaurus should be extensible and separated from the language grammar. In addition, it should be close to the languages of mathematical publications in order to provide convenience and comfort to a user in creating and processing a text in interactive mode. Besides, it should give the possibility to write formulas of the first-order language. Moreover, it should allow to formulate tasks that are not directly related to the deduction search.

The first sketch of such a language appeared in 1970 [10]. Its final (Russian) version called TL (Theory of Language) was published in [11].

In 2000, a new, improved, English-language version of TL called ForTheL (FORMal THEory Language) was constructed [12]. The main objective of the construction of ForTheL (and TL) was to provide an initial (mathematical) environment for solving a task under consideration as well as for the further development of evidential (logical) engines and strengthening of their capabilities.

Like any usual mathematical text, a ForTheL text consists of definitions, assumptions, affirmations, theorems, proofs, etc. The syntax of a ForTheL sentence follows the rules of the English grammar. Sentences are built of units: statements, predicates, notions (that denote classes of objects) and terms (that denote individual entities). Units are composed of syntactical primitives: nouns which form notions (e.g. “subset of”) or terms (“closure of”), verbs and adjectives which form predicates (“belongs to”, “compact”), symbolic primitives that use a concise symbolic notation for predicates and functions and allow to consider usual quantifier-free first-order formulas as ForTheL statements. Of course, just a little fragment of English is formalized in the syntax of ForTheL.

There are three kinds of sentences in the ForTheL language: assumptions, selections, and affirmations. Assumptions serve to declare variables or to provide some hypotheses for the subsequent text. For example, the following sentences are typical assumptions: “Let \( S \) be a finite set.”, “Assume that \( m \) is greater than \( n \).”. Selections state the existence of representatives of notions and can be used to declare variables, too. Here follows an example of a selection: “Take an even prime number \( X \).”. Finally, affirmations are simply statements: “If \( p \)
divides \( n - p \) then \( p \) divides \( n \)”. The semantics of a sentence is determined by a series of transformations converting a ForTheL statement to the corresponding first-order formula for processing it by the deductive tools of SAD.

ForTheL sections are: sentences, sentences with proofs, cases, and top-level sections: axioms, definitions, signature extensions, lemmas, and theorems. A top-level section is a sequence of assumptions concluded by an affirmation. Proofs attached to affirmations and selections are simply sequences of low-level sections.

### 3.2 Deductive tools

From the very beginning of its appearance, EA has paid great attention to developing machine proof search methods suitable for the various fields of mathematics and taking into account (informal) human reasoning techniques.

Deductive tools should satisfy the following requirements: (1) the syntactical form of an original task under consideration should be preserved; (2) deduction should be carried out within the signature of an initial theory (i.e. without applying skolemization); (3) proof search should be goal-driven; (4) equality (equations) handling should be separated from a deductive processes.

As a result, the sequent approach was selected as basic for the construction of logical engines in the framework of the evidential paradigm. This permitted to satisfy (1) in a good enough form. Besides:

- for satisfying (2), a technique for the optimization of quantifier handling was proposed on the basis of an original notion of an admissible substitution,
- for satisfying (3), proof search was proposed in the form “driving” the process of an auxiliary goal generation by taking a formula (goal) under consideration into account,
- for satisfying (4), special methods for equality processing and equation solving were developed (allowing the use of algebra systems and problem solvers if necessary).

Investigations in this direction began in 1963, when the problem of automated theorem proving in group theory was formulated by V. Glushkov. As a result, the procedure admitted its interpretation as a specific, sound and complete, sequent calculus later called the AGS (Auxiliary Goals Search) calculus was proposed in [13]. It used Kanger’s approach to quantifier handling and, in this connection, it was less efficient that the usual resolution-type methods.

Attempts to overcome this disadvantage of AGS led to the construction of an original sequent calculus [14, 15] on the basis of a new notion of an admissible substitution distinguished from that was used before its appearance. It was implemented in the (Russian) SAD system and its implementation demonstrated the usefulness of deductive approach to constructing such calculi.

Since then, these investigations were stopped until 1998, when the paper’s authors started participating in the Intas project 96-0760 “Rewriting Techniques and Efficient Theorem Proving” (1998-2000). This project gave an impulse for modifying the calculus from [15] in several directions, one of which concerns the case of classical logic (see, for example, [16]) and the others – non-classical ones. As a result, a special research was conducted and there was obtained a wide
spectrum of interesting results on efficient enough inference search in classical and intuitionistic logics as well as in their modal extensions. Note that this research for classical logic was used in implementing the logical engine of the English SAD system.

Note that the (new) notion of admissibility is not enough for the construction of sound calculi in the intuitionistic case. This situation can be corrected by using the notion of compatibility firstly used in [17] for the construction of the sound (and complete) tableau calculus with free variables for intuitionistic logic and introduced in a number of calculi for modal extensions of classical and intuitionistic logics [18].

3.3 Information environment and interactive modes

We distinguish three types of information environment. The first is a proof environment intended for keeping all the data necessary for solving a task under consideration. By now, it presents a certain self-contained ForTheL-text prepared with the help of a user. All mathematical facts accumulated during previous sessions and needed for solving a task form the second type of environment called internal environment. The whole information that can be received via Internet by means of using mathematical services existent in Internet give the third type, the so-called external environment.

Interactive modes can serve for interfacing a computer assistant (in our case – the SAD system) with both a user and computer mathematical services existent in the external information environment. They can be designed and implemented only after fixing the form of internal and proof environments.

4 SAD system

The earlier-mentioned English SAD system satisfies well enough the requirements of the evidential paradigm and now it can be considered as its three-level implementation that is intended for theorem proving and text verification [19].

At the first level, its parser module analyzes an input mathematical text, its structure, and its logical content, encoded in the ForTheL statements. After this, the translation of the text into its internal presentation is made.

The result of translation gives a list of goal statements to be deduced from their predecessors. Note that there exists a module for processing first-order formulas presenting in a “dialect” of ForTheL, which can also be used if convenient.

At the second level, the goal statements are generated one-by-one and subsequently processed by the so-called foreground reasoner of SAD for reducing them to a number of subtasks for a prover splitting a goal under consideration to several simpler subgoals or generating an alternative subgoal. The module becomes redundant when SAD solves a problem for automated theorem proving.

Proof search tasks are resolved by a background prover at the third level. The SAD native prover is based on a special goal-driven sequent calculus for the classical first-order logic with equality. Note that it exploits the above-mentioned
notion of admissible substitution, which permits to preserve the initial signature of a task so that special accumulated equations can be sent to a specialized solver, e.g. an external computer algebra system (CAS). Additionally note that the SAD system was implemented in such a way that it can use some other external first-order provers, such as Otter [20], SPASS [21], or Vampire [22].

As a final step, the SAD outputs the result of its session.

Finally, note that by now, a number of experiments has been made in the SAD. They are related to: inference search in first-order sequent logic (a user may give his own problems or refer to a problem from the known TPTP problem library), theorem proving in the context of a self-contained ForTheL-text, and verification of self-contained ForTheL-texts.

The most interesting examples on verification are:
- Ramsey’s finite and infinite theorems;
- some properties of finite groups;
- theorem that the square root of a prime number is irrational;
- Cauchy-Bouniakowsky-Schwarz inequality from mathematical analysis;
- Chinese remainder theorem and Bezout’s identity in terms of abstract rings;
- Tarski’s fixed point theorem;
- theorem on the stability of the refinement relation over a set of program specification.

5 Conclusion

The above-given material shows that the evidential paradigm is well in line with the modern trends in the processing of formalized (not obligatory mathematical) texts and that the SAD system looks fruitful from the point of view of implementing the existing principles of the construction of computer mathematical services being defined as information systems that are able to carry out numerical calculations and/or symbolic transformation and/or deductive constructions. The paper’s authors hope that the ideas presented in the paper and used in the SAD system, will attract the attention of researchers in the field of artificial intelligence and will be useful in developing computer services intended for formal knowledge presentation and processing.
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Abstract. A number of attributed formation models based on Erdos-Renyi and Barabasi-Albert random graph models are presented. One of them is a Human Communication Network (HCN) model based on time restrictions on face-to-face communication. Construction of this weighted network requires a few numerical parameters and allows to transform any unweighted node attributed network into weighted. This transformation helps solving numerous problems in Network Analysis such as community detection, network topology inference, etc. Understanding nature of human communication networks allows to solve many practical problems starting with fast spreading any information and innovation through the networks and ending with detecting key people, collaboration with whom helps achieving different goals.
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1 Introduction

Network Analysis is an area of research that has been studied intensively lately. Researches investigate structural characteristics of different networks, network formation models, and many other related questions. Among a variety of networks, social networks, which reflect a diversity of people relationships, are a priority [5], [7]. Study of social networks is important since it helps understanding how our world is organized, what place each of us takes in it, how this situation affects us and how the knowledge can be used to achieve our goals. Social networks are characterized by heterogeneity of nodes and edges, sparsity, high average clustering coefficient, small average shortest path length and power-law degree distribution, existing observable and tightly bound groups of elements called communities [5]. Most of these properties are united in "small-world networks" and "scale-free networks" concepts [1],[4]. Many attempts have been made to construct social networks, but still no satisfactory solution to simulate all the listed properties is found [1],[4],[5]. It is also important to find efficient ways of these community detection (CD) [6],[8]. We believe that the key
in qualitative CD in social networks is in using the heterogeneity (making them multi-layer ones) and study the issue of such networks formation.

2 Definitions and Notations

Definition 1. [6] A social network is a hybrid graph, which is represented in the form:

\[ G = (V, E, \Lambda, \Lambda') \]

where \( V \) is the set of nodes (the social network’s users), \( E \) is the set of edges (these users relationships), \( \Lambda \) and \( \Lambda' \) contain an information about attributes related to each node \( v \in V \) and each edge \( \{u, v\} \in E \), respectively.

The network represented in the form (1) is an attributed network if \( \Lambda \cup \Lambda' \neq \emptyset \).

So, any attributed network representing individuals’ relationships is social.

Let \( \Lambda \in \mathbb{R}^{n \times K} \), \( \Lambda' \in \mathbb{R}^{m \times K'} \) hence \( V, E \) are of size \( |V| = n, |E| = m \). Initially, we consider an unweighted node-attributed network \( G = (V, E, \Lambda) \), \( K \geq 1 \). Then we assign weights to its edges (decorate the edges) and come to consideration of a weighted network \( G^w = (V, E, \Lambda, \Lambda') \) with \( \Lambda' \) being a matrix-column of edge weights (\( K' = 1 \)). \( G^w \) is a node-edge-attributed and used then for CD.

Introduce some notations: \( G^{[i]} = (V, E^{[i]}, \Lambda) \) - is an unweighted node-attributed network with an adjacency matrix \( B^{[i]} = (b^{[i]}_{ij}) \in \mathbb{R}^{n \times n} \). After decoration \( E^{[i]} \) by weights, the new weighted network is denoted by \( G^{w[i]} = (V, E^{[i]}, \Lambda, \Lambda') \) and its weighted adjacency matrix (WAM) - by \( A^{[i]} = (a^{[i]}_{ij}) \in \mathbb{R}^{n \times n} \).

The node degree \( d^{[i]}_v \) of a node \( v \in V \) in \( G^{[i]} \) is the number of its incident edges:

\[ d^{[i]}_v = |N^{[i]}_v| \]

where \( N^{[i]}_v = \{ u \in V : u \leftrightarrow v, \{u, v\} \in E^{[i]} \} \). The node strength \( s^{[i]}_v \) of \( v \in V \) is a sum of weights of its incident edges in \( G^{[i]} \). In terms of adjacency and weighted adjacency matrices, these values are:

\[ d^{[i]}_v = \sum_j b^{[i]}_{ij}, \quad s^{[i]}_v = \sum_j a^{[i]}_{ij}. \]

A network cover is a division of the network nodes \( C = \{C_l\} \) satisfying \( \bigcup_{l=1}^{L} C_l = V \). If in the division the node clusters \( C_l, l \in J_L = \{1, ..., L\}, \) are pairwise disjoint, then it is called a network partition.

Assume that the nodes are decorated by \( K \) discrete attributes \( \{A^{T^k}\}, \Lambda = (a^{T^k}_v) \) where \( a^{T^k}_v \) is the value of \( A^{T^k} \) for a node \( v \), and there are \( L_k \) different values of \( A^{T^k} \). Let \( A^{T^k}_l \in V \) be a set of nodes with \( l \)-th value of \( A^{T^k} \). We call it a node attribute cluster (AC) and denote a \( G \)-partition into ACs related to different values of \( A^{T^k} \) by \( AC^{T^k} = \{AC^{T^k}_l\}_{l \in L_k} \) (\( n^{T^k}_l = |AC^{T^k}_l| \)). Let \( G^{[i]k} \) be a \( G^{[i]} \) subnetwork related to \( A^{T^k} \). A sum of unweighted networks \( \{G^k\}_k \) of the same node set \( V \) is an unweighted network \( \{V, \bigcup_k E^k, \Lambda\} \). A linear combination of weighted networks \( \{G^{w[k]}\}_k \) of a node set \( V \) is a weighted network \( G^w = \{V, \bigcup_k E^k, \Lambda, \Lambda'\} \) with a WAM \( A = \sum_k \alpha_k A^k \) where \( \{\alpha_k\} \subset \mathbb{R} \) are coefficients of this linear combination. Let \( \omega(G^{[i]}) \) be denoted a weight of a network \( G^{[i]} \) \( \omega(G^{[i]}) = \sum_{ij} a_{ij} \). A network of a weight one is a normalized network.

The networks’ linear combination is a weighted network sum if

\[ G^w = \sum_k W^k \cdot G^{w[k]} \text{ where } \{W^k\} > 0, \sum_k W^k = 1. \]
3 Motivation

Let us consider a social network. Suppose that, in addition to basic information about the node and edge sets, there is available some extra information about the nodes and edges features (social semantic networks are highly helpful here [2]). These additional characteristics are called attributes and the procedure of their complementing is decoration of the network [3], [5] resulted in creation of an attributed network [8]. Applying CD on the network we, typically, get communities closely related to one node attribute and this dominant attribute does not allow us to observe communities in other layers related to the rest, less important, node attributes. For instance, in the humankind network the dominant attribute would be belongingness to families. If we are interested in study communities, say, in work place, then the family division is an obstacle on this way. However, if it is possible to transform the network into weighted, moreover, to assign edge weights to each layer subnetworks of the multi-layer network, the problem of multi-layer CD (MLCD) can be solved. For that we just detect the dominant attribute and extract the corresponding subnetwork from consideration repeating then the procedure on the remaining network.

The crucial part of the approach is constructing edge sets of the one-layer subnetworks and distributing weights within them. The first one is a problem of the attributed network formation considered in Sect.4.1 (the edge inference problem [5]), the second one is the edge attribute inference problem [5]. The last one we solve for a social network of people face-to-face communication in Sec.4.2.

4 Human Communication Network Models

At this section we touch formation of attributed networks. We are wondering how an attributed network (1) is formed if the information about nodes $V$ and their attributes $\Lambda$ is known. In other words, we review formation of an edge set $E$ and its attributes $\Lambda'$ and refer to them as Problems 1 and 2, respectively.

4.1 Attributed Network Formation

We consider a number of ways to solve Problem 1. For convenience, we interpret the presented network formation models in terms of communication of people spending a time together during common activities/interests (AIs). Here nodes are people and their AIs are the nodes’ attributes.

**Model 1 - an association network model.** An association network $G^a$ [5] is an example of an attributed network where links exist between any nodes with common attributes. It can be interpreted as a network of virtual contacts of people with common interests where supporting such contacts does not need anything.

The auxiliary network $G^{wk}$ corresponds to each activity/interest (AI) $AT^k$; $G^w$ is representable as a weighted network sum (2) of $K$ networks, which are collections of complete graphs: $G^{wk} = \bigcup_{i \in L_k} K_{N^k}$. Thus the network $G^a$ is a cover of
overlapping $V$-partitions by a disjoint union of complete graphs.

**Model 2 - an attributed networks model based on Erdos-Renyi Model.** Suppose that for existing an edge a similarity of node attributes is necessary, but not enough because of randomness. Similar to Model 1, we represent the network $G^w$ by (2). Edges in $G^{wk}$ are created randomly with probability $p_{ij}^k$ between two nodes $v_i, v_j$ sharing the $l$-th value of the attribute $AT^k$. Hence $G^k$ is a node partition by Erdos-Renyi Random Graphs (ERRGs) [4]:

$$G^{wk} = \bigcup_{l \in J_k} ERRG(p_{i,l}^k, n_{i,l}^k)$$

and the resulting network $G^w$ is an overlapping of $K$ partitions by ERRGs.

In terms of human communication, Model 2 simulates a real situation where a group of people is formed simultaneously. Contacts of each user occur randomly without analysing any prior information due to its inaccessibility. The communication can be established on a regular basis only if these people actually have common interests. Different type of contacts are formed independently.

**Model 3 - an attributed networks model based on Barabasi-Albert Model.** In comparison with Model 2, here we review a situation where a group of people is formed gradually. First of all, group members aspire to contacts with popular and authoritative colleagues in each area of expertise. First, these contacts are formed for the most important AIs, then for the less significant. A chance to clarify common interests is higher if the contact already exists.

As before, $G^w$ is a weighted network sum (2). \{${G^{wk}}$\} are formed consecutively by $k$ in accordance with decreasing priorities of node attributes. For each $k$ an edge set $E^k$ is formed between nodes with the same value of $AT^k$ consecutively by $i$ with probabilities depending on degrees of all preceding nodes \{$d_{i,j}^k\}_{i<j}$, and parameters $p^k, p'^k$ ($p^k \leq p'^k$) for new and previously established contacts.

There are many ways of a generalisation to attributed networks of Barabasi-Albert Preferential Attachment Model [1]. For instance, each auxiliary network $G^k$ is formed as follows: disjoint subsets of nodes of different ACs are connected by preferential attachment and then the isolated subnetworks are connected forming the whole node partition $AC^k$. These all partitions are united into a cover with respect to node attributes priorities, $A$, and pre-assigned order of the nodes arising. The network layers are dependent regardless we consider the case $p^k = p'^k, \forall k$ (Model 3.1) or another one ($\exists k : p^k < p'^k$). Model 3.1 simulates a node partition by Barabasi-Albert Graphs (BAGs). Each $G^{wk}$ can be represented in a manner of Models 1, 2: $G^{wk} = \bigcup_{l \in J_k} BAG(n^k_l, \alpha^k_l)$ where $\alpha^k_l$ is the power of preferential attachment in $AC^k_l$.

### 4.2 The Human Communication Model

The models presented in Sect. 4.1 - Model 2 and Model 3 - are able to simulate networks of real, face-to-face contacts implying requirements to spend time for keeping in touch. Suppose an edge set $E$ was formed according to Models 2 or 3. To finish the network $G^w$ formation, Problem 2 has to be solved and the matrix $A'$ be formed. Here we present a way to distribute edge weights according to assumptions typical, in our opinion, for real people interaction. We will refer to the obtained network as a Human Communication Network (HCN).
The HCN model assumptions. Condition 1. People AIs had already formed; Condition 2. Connections between people are possible if they have common AIs; Condition 3. Each person distributes uniformly the time $t^k$ allotted for supporting a contact related to the AI $A^{Tk}$ between friends of this interest;
Condition 4. For everyone possibility of the communication is restricted by time $T$. If for a person the time is not enough for supporting his/her contacts, then the time allotted for supporting a contact related to the $A^{Tk}$ and $A^{Tk'}$ is distributed proportionally to $t^k$ and $t^{k'}$, respectively;
Condition 5. If two persons with the same interest are ready to devote time to each other, then, if necessary, they come to a compromise following certain rules. Formalise Conditions 1-5 in terms of the WAM $A$. We rewrite (2) in the form:

$$G^w = \sum_k G^{wk^k}, \text{ where } G^{wk^k} = W^k \cdot G^{wk^k}. \quad (3)$$

In addition to $G^w$ satisfying Conditions 1-5, we introduce networks $G^{w*}$, $G^{w*}$ satisfying Conditions 1-3 and 1-4, respectively. Similarly to the (3), $G^{w*}$ and $G^{w*}$ are representable as networks sums: $G^{w*} = \sum_k G^{k*}$, $G^{w*} = \sum_k G^{k*}$ where $G^{k*}$, $G^{k*}$ are subnetworks of $G^{w*}$ and $G^{w*}$ related to $A^{Tk}$. Respectively, the following holds for the corresponding WAMs:

$$A = \sum_k A^{k*}, A^* = \sum_k A^{k*}, A^{*k} = \sum_k A^{*k}. \quad (4)$$

Let a set of $v_i, v_j$ common attribute values be found as follows: $E_{ij} = \{k : a_i^k = a_j^k \}$ $\subseteq J_K$. Then $N_{i}^{[k]} = \{v_j \in N_{i}^{[k]} : k \in E_{ij}\}$ is a set of $v_i$-neighbours with the same $A^{Tk}$-value as $v_i$ in $G^{[i]}$. We expand the notations of the node degree and strength from the set $N_{i}^{[k]}$ into the sets $\{N_{i}^{[k]}\}_{k}$: (a) $d_{i}^{[k]} = |N_{i}^{[k]}|$ is the node attribute $A^{Tk}$-degree of $v_i \in V$ in $G^{[i]}$; b) $s_{i}^{[k]} = \sum_{v_j \in N_{i}^{[k]}} a_{ij}^{[k]}$ - is the $A^{Tk}$-strength of $v_i$ in $G^{[i]}$. Respectively, the node strength in $G^{[i]}$ is $s_{i}^{[i]} = \sum_k s_{i}^{[i]}$.

1. We start with assigning edge weights in $G^{w*}$:

   (a) Condition 1 says that the network $G^{w*}$ is decorated by discrete attributes $A^{Tk}$ and the matrix $A$ is known;

   (b) Condition 2 means that the links are formed only by similarity of the node’s attributes, hence if $i, j : E_{ij} = \emptyset \Rightarrow \{v_i, v_j \} \notin E$.

   (c) Condition 3 allows to determine the ratio of $A^{Tk}$-elements: if $i, j, j', k, k'$ such that $a_i^{Tk} = a_j^{Tk}$, $a_i^{Tk'} = a_j^{Tk'}$, then

   $$\frac{a_{ij}^{Tk}}{a_{ij'}^{Tk'}} = \frac{t^k}{t^{k'}}. \quad (5)$$

   Since there is no restrictions on the communication time in $G^{w*}$, it implies that all of the contacts are supported at the appropriate level. So, the weights in $G^{w*}, G^{w*}$ can be assigned with respect to the maximal needed time $t^k$:

$$\forall i, j : k \in E_{ij} a_{ij}^{Tk} = t^k; a_{ij}^{*} = \sum_{k \in E_{ij}} t^k. \quad (6)$$
Notice that $A^*$ is symmetric thus $G^{w*}$ is undirected. The communication
time of each person depends on the number of the contacts of each type
therefore the node strengths in $G^{w+k}$, $G^{w*}$ are defined as follows:
$s_i^k = d_i^k t^k$, $s_i^* = \sum_{k,j} a_{ij}^k = \sum_{k} s_i^k = \sum_{k} d_i^k t^k$. In terms of the HCN model, the
values $s_i^*$, $s_i^k$ can be interpreted as the time that a person $i$ could devote
for the communication overall and for the particular AI, correspondingly.

2. Moving on to the network $G^{w*}$, we add Condition 4 - the time restriction - to
the network $G^{w*}$. This condition determines how much time a person $i$ is ready
to spend for supporting each AI-contact depending on his/her priorities
and the number of these contacts. It can be expressed as the restriction on node strengths by
$\forall i s_i^* \leq T$. If it holds, then the above restriction holds and $G^{w*} = G^{w*}$, otherwise the weights $a_{ij}^{sk}$ are scaled to meet the
time restriction:

$$a_{ij}^{sk} = \nu_i^* a_{ij}^{sk}$$

where the scaling parameter $\nu_i^*$ depends on the node $i$ strength: $\nu_i^* = \min \left(1, \frac{T}{\nu_i^k} \right)$. Substitution (7) into (5) yields:

$$\frac{a_{ij}^{sk}}{a_{ij}^{sk'}} = \frac{\nu_i^*}{\nu_j^*} \frac{\nu_j^*}{\nu_i^*} = \frac{\nu_i^*}{\nu_j^*}.$$ 

It means that each person distributes his/her own time independently from each other
and guided common priorities $W$ accumulated in $\bar{W} = \bar{W}/|t|$. Find
the WAM of $G^{w*}$ by (4), (7):

$$a_{ij}^* = \sum_k a_{ij}^{sk} = \nu_i^* \sum_k a_{ij}^{sk} = \nu_i^* \cdot a_{ij}^*.$$ 

3. To describe the real situation, we consider constructing the final network
$G^{w}$ from $G^{w*}$. By adding Condition 5, the abstract directed network $G^{w*}$ is transformed into the undirected $G^{w}$ with weights equal to time that both persons
- $i$ and $j$ - actually devote to each other. The weights are obtained as a result of a compromise between these persons who are ready to spend
together not the same time.

Let persons $i$ and $j$ have a real contact ($E_{ij} \neq \{\emptyset\}$) and are looking for a compromise ($a_{ij}^* \neq a_{ji}^*$). The result of their common decision can be expressed as function of these weights $a_{ij} = f(a_{ij}^*, a_{ji}^*)$. The function $f(.)$ can be chosen in
different way. For instance, we choose a simple averaging: $a_{ij} = \frac{1}{2}(a_{ij}^* + a_{ji}^*)$.

Then, by (8) and due to a symmetry of $A^*$, we have:

$$a_{ij} = 0.5(\nu_i^* a_{ij}^* + \nu_j^* a_{ji}^*) = 0.5 \cdot a_{ij}^* (\nu_i^* + \nu_j^*).$$

Distribution of weights within $\{G^k\}$ is obtained from (4), (6), (9): $a_{ij} = \sum_k a_{ij}^k = \frac{\nu_i^* + \nu_j^*}{2} \sum_k a_{ij}^k = \frac{\nu_i^* + \nu_j^*}{2} \sum_k t^k b_{ij}^k$ wherefrom

$$a_{ij}^k = 0.5(\nu_i^* + \nu_j^*) t^k b_{ij}^k, a_{ij}^k = a_{ij}^k/W^k = 0.5|\bar{W} (\nu_i^* + \nu_j^*) b_{ij}^k.$$

(10)
4.3 Human Communication Network Simulation

Example 1 - Model 2 simulation. First, we demonstrate a solution of Problem 1 for Model 2 (see Sect. 4.1). Parameters of a simulated node-attributed network $G$ are: the order $n = 60$, the number of node attributes $K = 3$, the nodes are divided randomly into $\{L_k\}_k = \{5, 4, 6\}$ attribute clusters of the same sizes: $\left(n^k\right) = (12^5, 15^4, 10^6)$. The result of the simulation with parameters $\left(p^k\right) = (0.35, 0.34, 0.56)$ is shown in Figure 1.

![Fig. 1. Model 2 - the weighted network $G^w$ and its subnetworks $G^1 - G^3$](image1)

![Fig. 2. The HCN $G^{wI}$](image2)

![Fig. 3. The HCN $G^{wII}$](image3)

Example 2 - HCN Model 2 simulation. We took the unweighted network $G$ from Example 1 and converted it into the HCN-Model 2 network (see Sect. 4.2) decorating edges by weights according to (9), (10). Two values of the time resource $T = (T^I, T^{II})$ and the vector $\bar{t} = (t^1, t^2, t^3) = (4, 3, 2)$ are used. The vector of priorities of AIs is $\bar{W} = \left(\frac{4.3}{4.3 + 1.2}, \frac{4.3 + 1.2}{4.3 + 1.2} + 1.2\right) = (0.45, 0.33, 0.22)$. We constructed two networks $G^{wI}, G^{wII}$ corresponding to $T^I, T^{II}$. The time restrictions are
chosen in the following way: a) in the network $G^{wI}$ for majority, 80%, of people the time $T_I$ is sufficient to support their contacts completely; b) for the network $G^{wII}$ the situation is opposite - most, 80%, of people should distribute their time resource $T_{II}$. For the simulated in Example 1 network these parameters are $T = (56, 40)$. In Figures 2-3 we can see the resulted HCNs and observe that edge weights in $G^{wI}$ are more heterogeneous than the ones in $G^{wII}$. Most likely, the reason is in absence in $G^{wI}$, in most cases, of necessity to redistribute the time resource. After normalizing $G^w$, the weights of the subnetworks $\{G^{wk}\}$ are $\langle \omega(G^{wk}) \rangle = (0.772, 1.330, 0.962)$, hence they are all not normalised and $G^{w2}$ is the "heaviest".

**Results of community detection.** CD on $G$ does not show community structure in the network whilst CD on $G^w$ quite accurately yields the partition $\mathcal{AC}^2$ into ACs related to $A^2T$, namely, in 80% of cases two ACs of $\mathcal{AC}^2$ were detected correct, rest two - with one error each in $G^{wI}$.

### 5 Conclusions and Future Work

The presented Human Communication Network (HCN) model demonstrates an approach to reconstructing missing network information about edges and edge weights based on node attributes and assumptions on nature of interaction in the networks. To the edge inference problem we apply an extension of Erdos-Renyi and Barabasi-Albert random graph models to multi-layer node attributed networks. There is shown that, in spite of interconnection of HCN layers, CD is running better in these networks decorated by weights. The results we are planning to expand to other kinds of networks and use for designing new MLCD algorithms and solving node attribute inference problems.
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Abstract. A 3-level modeling framework to adaptive resource management in mobile augmented reality systems (MARS) is proposed, which is based on comprehensive data structuring and analyzing of their specific hard- and software features. At the conceptual modeling level an ontological specification of MARS resources is constructed, at the logical modeling level a case-based reasoning algorithm is elaborated, and as a physical model the reference software architecture is designed. This approach was successfully tested to solve the task to adaptive management of image resolution on mobile device (MD) according to changes of computational loading that finally enabled better video stream quality in MARS.
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1 Introduction

Nowadays, mobile information systems become more and more popular. One of the most complex and dynamically grown type of these systems are mobile augmented reality systems (MARS) [1]. Such systems require more hardware resources than standard mobile applications (e.g. social network clients, instant messengers etc.), and this fact leads to supporting problems of different devices such as mobile phones and tablets. One of the possible solutions is an execution of complex business logic on the server side, where computational capabilities are higher than on the mobile client side; but on the other hand this, could lead to problems with application response time and energy efficiency because of more intensive usage of wireless networking technologies. One of the overriding trends in software development is using of complex systems construction principles, especially cybernetic adaptive control schemes for software components control including appropriate decision making models and quality evaluation metrics [2]. These approaches are also useful in case of mobile infor-
mation systems development, in particular for MARS. Such systems development requires effective utilization of restricted mobile device (MD) resources and on the other hand implementation of complex real-time algorithms.

In this paper we propose an adaptive model-based framework for resource management in MARS. Additionally a prototype implementation of adaptive MARS is presented and series of experiments with proposed framework and MARS are provided. These experiments highlight positive effect of using adaptive approaches in MARS development.

This paper is structured in the following way: Section 2 depicts briefly some modern trends in this research domain, with respect to some adaptation issues; Section 3 provides main concept of adaptive model-based framework for resource management in MARS; Section 4 presents some ARS domain modeling issues like ontological specifications; in Section 5 the algorithmic model for adaptive resources management and metrics are given; in Section 6 presents proof of concept, introduces software prototype and experimental results. Finally, a short outlook on the result achieved and some future work is presented.

2 Related Work in the Domain of Adaptive Augmented Reality System Development

An Augmented reality (AR) is a representational form for a real physical environment, which is extended by adding of computer-generated data [3]. AR registers physical objects in three dimensions and combines them with the virtual ones. Apart from virtual reality, AR combines models of objects from real world with additional information, but virtual reality completely replaces the real world with the virtual one.

Currently AR supports several data sources: two-dimensional markers; data received from GPS-modules (Global Positioning System) [4] and from build-in gyroscopes. Additionally ARS could use some modern technologies like images recognition without any markers and GPS data [5].

With respect to supported data source, it is possible to construct some MARS classification, which is presented in Fig. 1. There are four “top-level” types of MARS; each of these types has some features and requirements to MD performance. Marker-based MARS operates with special markers, which stores some data and links to additional information. Non-marker based MARS are more complex types of these systems, it based on image recognition algorithms and requires more resources to find and recognize free-form objects in an input image. Geolocation MARS uses build-in GPS sensors in order to get information about real environment and augment it with some virtual data. Finally, infrared-sensors based MARS operates with some infrared sensors, which is able to detect object and moves in real environment, subsequently this class of MARS is very useful in entertainment and simulators. In scope of this research we are focused on Markes-based MARS, because this class of MARS has the lowest complexity, easy to implement and does not require any additional equipment apart from MD.
In terms of software development there are some modern software frameworks to develop MARS: Metaio Mobile SDK (Software Development Kit) [6], D’Fusion Mobile [7] and Qualcomm [8].

Nowadays, software adaptation is one of the common trends in modern software engineering (see, e.g., in [9]), and especially in mobile application development. There are several approaches to adaptation in mobile systems, some of them are represented in projects like Q-CAD (QoS and Context Aware Discovery), MADAM (Mobility and Adaptation Enabling Middleware), IST-MUSIC (Self-Adapting Applications for Mobile Users in Ubiquitous Computing Environments) [10], CloudRidAR (A Cloud-based Architecture for Mobile Augmented Reality) [11] and researches like Elastic Application Model [12] and resource management in mobile cloud computing [13].

Q-CAD is a resource discovery framework which enables mobile applications to discover and to select resources best satisfied the user’s needs. MADAM and IST-MUSIC frameworks provide model-driven development approach enabling to assemble applications through a recursive composition process. In this case, variability is achieved by plugging into the same component type different component's implementation with similar functional behavior [10]. In [14], a new approach to the composition of mismatching components in context-aware systems is introduced. CloudRidAR is a cloud-based framework to MARS development which provides development facilities to construct MARS using all advantages of cloud computing and code offloading, but on the other hand this framework forces developer to use quite complex design solutions (e.g. cloud computing, workflows, etc) [11].

Elastic Application Model [12] based on code offloading, but flexible application architecture and models are built only on the server side called “weblets” and MD hosts only simple client application, which is connected to these weblets. Resource management in mobile cloud computing [13] addressed to cloud structure, code offloading and energy efficiency but not to runtime application adaptation.

To sum up related work investigation we can conclude that none of existing approached doesn’t provide complete model based framework to adaptive resource management in MARS, but take into account particular aspects of this problem.
In the Fig. 2 and in the Fig. 3, the interface of marker-based MARS is presented. This MARS detects source object in the input video stream recognize it, obtain 3D graphical model of this gear and finally augment source image with this model.

![Fig. 2. Not augmented image](image1.png)

Fig. 2 demonstrates interface of the marker-based MARS with not augmented image. In current state MARS is ready to analyze source image and search for markers.

![Fig. 3. Example image, augmented by marker-based MARS](image2.png)

In the Fig. 3 result image is shown, MARS finds marker in the source image (in this case – gear), obtains related data and augments source image with this data. In this case, result of augmentation is the gear’s 3D model which is presented over source gear image.

Marker-based MARS [15] uses different marker recognition approaches, such as QR-codes [16] or barcodes [17]. One of the typical examples of such MARS is QR Droid application [18].
3 Adaptive Model-based Framework for Resource Management

Taking into account the results of the provided analysis and based on the understanding of modern trends in the domain of adaptive MARS-development (see Section 2), we can conclude that it is necessary to elaborate a complex model-based framework for adaptive resource management in MARS. This assumption is completely corresponded with such well-proved and recognized approaches in modern software development as model-driven development (MDD) and model-driven architecture (MDA) [19]. Last time these issues are already discussed intensively in a lot of publications about resource management in distributed real-time systems [20], in SOA- and cloud-centered applications [13, 21, 23], but there is a lack on such work in the domain of MARS development. That is why we propose to construct such model-based framework in the following way:

- to elaborate a domain model specify to describe all hard- and soft-ware resources to be analyzed and considered in any adaptive procedure in MARS, and such a vision services as a conceptual level in the proposed framework;
- to propose some algorithmic approaches to manage these resources in adaptive mode, and this vision about the resources in MARS can be considered as a logical modeling level in our framework;
- to develop a reference software architecture to implement a logical model of MARS with appropriate components and interfaces, and such architecting has to be recognized as physical modeling level in this framework.

![3-level modeling framework for MARS adaptation](image)

Fig. 4. 3-level modeling framework for MARS adaptation
It is to note that according to this model-based vision about resource management in MARS for the one and the same domain model a lot of different algorithmic approaches can be elaborated, and for any such an approach several reference software architectures might be implemented.

The interacting between these abstraction levels which build the proposed model-based framework is shown in Fig. 4.

In this way, it is possible to elaborate a lot of knowledge-oriented and reusable algorithm-centered solutions and software components, which support the adaptive approach to resource management in MARS. More detailed these issues are considered below.

4 Ontological Specifications for MARS Domain Modeling

Taking into account the 3-level modeling framework for adaptive resource management in MARS proposed in previous Section 3, it is needed to elaborate the domain model for this purpose. This model should represent all relevant hard- and software capabilities of MD which can be considered as adaptable parameters in an appropriate algorithmic modeling approach.

Ontology models are widely used to represent relationships between concepts in some application domain, and they can be applied for different purposes in software engineering, e.g.:

1. for information sharing between human and machines in Semantic Web applications [23];
2. for natural language processing, and knowledge engineering,
3. in software product line engineering [24], etc.

For example, [25] represent the domain model including 4 ontologies like User, Service, Environment and Device. It describes general relationships that occur during ARS development. In [26] ontology is used to build platform for educational institutions that could be used for rapid ARS development. In [27] the ontological specifications are used to connect together the knowledge about the users, environment, and user aims in the given application domain (museum).

Most of models mentioned above describe different MARS components taking into account some static resource allocation, and they do not represent system features needed for adaptive resource management. To close this gap in our approach the new MARS model was created using the OWL notation, and the OWLGrEd tool is used for this purpose [28], which provides the UML-like graphical editor. In Fig. 5, the proposed ontological domain model for MARS is presented.

There are following main entities included in our domain model

1. **Augmented Reality Application**: is an application that provides a technology to analyze elements in the real physical environment, and to extend them with additional virtual objects or with additional information.
2. **ACU (Adaptive Control Unit):** This is a control management element that is responsible to adapt system to the mobile device. It could use different techniques to optimize application, e.g., to change display resolution.

3. **Mobile Device:** This is a small device (iPhone, PDA, notebook, tablet etc.), with restricted amount of system resources, which does not have permanent access to the power sources, and which uses wireless communication technologies. For resource adaptations, the following device parts (model entities) could be used: **Screen** – by changing screen resolution performance of the device could be changed; **RAM** – depending on the allocated memory different application modes might be used; **Battery** - usually a charged level is used as a main parameter to switch device into power save mode; modern **CPU** could change frequency and switch its operation mode.

4. **AR Object Recognizer:** is a module to analyze and to extend extracted physical objects with additional or virtual information.

![Ontological domain model for resource adaptation in MARS](image)

**Fig. 5** Ontological domain model for resource adaptation in MARS

Below this domain model is used to elaborate an algorithmic approach to adaptive resource management in MARS.

5. **Algorithmic Model of Adaptive Resource Management in MARS**

According to the proposed adaptive model-based framework (see Section 3) at its logical level an algorithmic model to resources management has been constructed with respect to specific hard- and software characteristics of MD which is used to get client applications running within a given MARS.
5.1 Formal Definition

In order to formalize the proposed framework to find adaptive solutions for resource management we can use an algorithmic modeling approach [29], and the appropriate algorithmic model AM can be defined as the following tuple

\[ AM = \langle Workflow(Methods), InfoBase, Metrics \rangle, \]  

where \( Workflow(Methods) \) are some algorithms which implement the given methods \( Methods \), \( InfoBase \) is an information base to be used for these methods, and \( Metrics \) is a collection of metrics to assess a quality of adaptation process in mobile ARS. The choice of a set of adaptation methods in (1) depend on specific features of ARS’s resources, which should be managed, and one of such possible way will be considered in the next subsection. A set of metrics in (1) also has to be defined taking into account the appropriate hard- and software properties of MD which is used in a target ARS (see e.g. in [10, 15]).

5.2 Case-based reasoning (CBR) within an algorithmic model

Taking into account a complex and weak-formalized character of ARS – functioning, namely: parallel and multi-threaded calculation processes, turbulence loading on MD, permanent changes on number of users etc., it is reasonable to use so-called soft calculation methods [30]: neuronal net technologies, fuzzy-logic methods, generic algorithms, case-based reasoning (CBR) and some others. In particular, exactly CBR-methods can be considered as an effective way to develop decision-making procedures for management of complex software system (see e.g. in [31-33]. According to this statement the collection of Methods in formula (1) can be specified in the following form

\[ Methods = \langle NNM, kNNM, kwNMM \rangle, \]  

where NNM is a Nearest Neighbor Method, kNNM is a k-Nearest Neighbors Method, and kwNMM is k-weighted Nearest Neighbors Method [31].

The main idea of all CBR-methods is that any new problem occurred in some application domain can be resolved using already existing solution for the similar situation (called precedent or case). The several CBR differ each other in a search algorithm to find an appropriate precedent in the given case - database. For this purpose, it is also important to elaborate an adequate description for the precedent’s representation, which reflects all relevant issues of ARS functionality.

5.3 Information base for CBR-method

Corresponding to formula (1), InfoBase is an information base which is used to apply the CBR-methods defined in (2). It includes a set of precedents, and any such precedent can be defined in the following way
\[ c = (\tilde{p}, \tilde{s}), \quad (3) \]

where \( \tilde{p} \) is a vector of parameters to characterize a given problem situation, \( \tilde{s} \) is a vector of parameters to represent an appropriate solution for this problem.

Taking into account the hardware - and software issues of MD which is included in ARS, vector \( \tilde{p} \) can be given as:

\[ \tilde{p} = (CPU, RAM, BAT, RES, FPS), \quad (4) \]

where CPU is a current level of processor loading (in %), RAM is a current level of RAM usage, BAT is a current level of battery charging; RES is a number of possible screen resolution modes in MD, FPS is a measure of a screen refresh rate.

Vector \( \tilde{s} \) in formula (2) can be represented as the tuple

\[ \tilde{s} = (Width, Height), \quad (5) \]

where Width and Height are respectively a width and a height of a video frame on MD.

5.4 Metrics for ARS resource estimation

In [15] is mentioned that a performance of a ARS-client application is depend on its screen resolution, and accordingly to this reason a number of frame per second (FPS) can be used as one of the metrics from its set Metrics defined in formula (1). This factor is depend on some parameters: on power of MD processor, on size of its RAM, on screen resolution of MD, and on screen resolution of video-camera.

Therefore, a collection of metrics \( \text{Metrics} \) in (1) has the following definition

\[ \tilde{s} = (T, R), \quad (6) \]

where \( T \) is a metric to estimate a number of frame per second, \( P \) is a metric to measure a MD total productivity (R).

A value of metric \( T \) can be calculated using the standard function \( \text{Count}() \), namely:

\[ T = \text{Count}(FPS) \quad (7) \]

A value of metric \( R \) (named below as a productivity index) defines a MD performance ratio, which is dimensionless parameter and it can be defined as following

\[ R = w_c\frac{CPU_{\text{cur}}}{CPU_{\text{total}}} + w_r\frac{RAM_{\text{cur}}}{RAM_{\text{total}}} + w_b\frac{BAT_{\text{cur}}}{BAT_{\text{total}}}, \quad (8) \]

where \( CPU_{\text{cur}} \) is a current MD processor loading ratio (in %); \( RAM_{\text{cur}} \) is a current RAM usage ratio (in Kb); \( BAT_{\text{cur}} \) is a current battery charging ratio (in Ah); \( CPU_{\text{total}}, RAM_{\text{total}}, BAT_{\text{total}} \) are respectively the nominal values of the given parameters; \( w_c, w_r, w_b \) are some weighting coefficients for these parameters, and the following
condition must be fulfilled \( w_r + w_c + w_s = 1 \). In this work we have defined the following value ranges for the index \( R \): it is critical if \( R \geq 0.95 \); it is high if \( 0.6 \leq R < 0.95 \); it is normal if \( 0.25 \leq R < 0.6 \); and it is low if \( 0 \leq R \leq 0.25 \).

Therefore, the metrics defined in formula (6) – (8) allow us to estimate the computational resources of an appropriate MD which is used in a target ARS with respect to our final goal: to provide an adaptive resources management in this ARS.

6 Prove of Concept: Software Prototype and Experimental Results

6.1 Software prototype design and implementation

In order to prove efficiency of the proposed approach the MARS prototype with integrated ACU has been developed. The main purpose of developed MARS is to recognize marker on a cinema poster, search information about this cinema in an appropriate database and augment source video stream with this additional information at real-time mode. Such MARS with integrated ACU which analyzes environmental parameters and adopts frame size with respect to MD current state and resources utilization rate. In the Fig. 6 is presented adaptive MARS functioning algorithm in form of UML activity diagram.

![Fig. 6. Adaptive MARS functioning algorithm](image-url)
Initial activity in this algorithm is – calculation of a productivity index. If this index is less than 0.95 ($R \leq 0.95$) it is possible to augment data on the MD side, so the next steps are to define adaptive video stream size, using CBR method, and augment source video stream with a virtual data on a MD side, and finally – display augmented video stream to user. If index $R > 0.95$ it is not possible to augment data on the MD side and in this case it is necessary to use external resources to augment image from input video stream (e.g. server in client-server MARS) and show result to user. This activity could be interrupted by user’s event (pressing exit button).

Presented algorithm takes into account some code offloading possibility (in case of quite high computation load on a MD), subsequently it is useful to select three-tier software architecture to implement adaptive MARS prototype. Such architecture allows us to implement recognition component on the server side in order to offload some logic from MD in case of critical computational load. Another plus point of this architecture is a possibility to deploy centralized precedent database on the server side and distribute this precedents among different MDs.

![Fig. 7. Adaptive MARS functioning algorithm](image-url)
In the Fig. 7 presented three-tier component software architecture of MARS in form of UML deployment diagram. This architecture provides few crucial advantages such as: high scalability, data processing security, lower resource requirements for clients MD.

Client MARS application implemented with Android platform [34], using embedded Berkeley DB [35] and OpenCV library [36]. To develop server-side application PHP programming language [37], Apache web-server [38], MySQL [39] and MongoDB [40] have been selected.

ACU on a MD node (Android Device) contains the following components: Precedent-Storage – local precedent DB, SystemMonitor – the component which provides data regarding current state of MD and ACU – the component, which implements CBR methods on the mobile client side. On the server node into adaptation process are involved the following components: Precedent DB Processor is the accessor component for centralized Precedents DB, and Data Analyzer is the component that implements movie's additional data search by input images hash-code.

With respect to the proposed architectural solution, three databases have been implemented: 1) local embedded precedents DB (PrecedentStorage), this DB is used by ACU; 2) the remote centralized DB (Precedent DB) to store all precedents, all local DBs are synchronized with this one; 3) movies DB (Movies DB), this DB stores information about movies, which are handled in MARS prototype. Conceptual data model of the Precedent DB is presented in the Fig. 8 as the UML class diagram. This data model takes into account the following entities: Device, Precedent, Param, ListPrecedent, Platform, TypeParameter. Therefore, it allows handling data, required by CBR method in our domain.

![Fig. 8. Conceptual data model of the Precedent DB](image-url)

To develop this database we have selected non-relational (NoSQL) database management system MongoDB [40]. This DBMS provides high-speed data processing and stores the appropriate information in object-oriented form.
6.2 Estimation results and their analysis

In order to estimate an efficiency of the implemented MARS prototype the experiments have been performed using the following scheme: 1) selection of mobile devices for experiments; 2) precedents DB generation; 3) run MARS prototype with different operating modes for ACU (with enabled and disabled ACU).

To test MARS prototype two types of MD were selected, the detailed characteristics of these devices are presented in the Table 1.

<table>
<thead>
<tr>
<th>Device name</th>
<th>Processor</th>
<th>RAM</th>
<th>Maximal resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nexus 7</td>
<td>Qualcomm APQ8064 (1.5 GHz)</td>
<td>2 GB RAM</td>
<td>1920x1080</td>
</tr>
<tr>
<td>Fly IQ4416</td>
<td>MT6572 (1.3 GHz)</td>
<td>512 MB RAM</td>
<td>800x600</td>
</tr>
</tbody>
</table>

In the Fig. 9 presented example of tuple, which describe particular precedents included in the precedents DB.

<table>
<thead>
<tr>
<th>№</th>
<th>Result</th>
<th>CPU</th>
<th>RAM</th>
<th>BATTERY</th>
<th>RESOLUTION</th>
<th>FPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>640x480</td>
<td>0.7</td>
<td>0.7</td>
<td>0.4</td>
<td>800x600</td>
<td>13</td>
</tr>
<tr>
<td>2</td>
<td>800x600</td>
<td>0.2</td>
<td>0.5</td>
<td>0.9</td>
<td>640x480</td>
<td>17</td>
</tr>
<tr>
<td>3</td>
<td>1024x768</td>
<td>0.3</td>
<td>0.8</td>
<td>0.5</td>
<td>1920x1080</td>
<td>2</td>
</tr>
</tbody>
</table>

Fig. 9. Example of precedents tuple in precedents DB

Two series of experiments have been provided with these mobile devices. The first experiment has been provided with disabled ACU (i.e. without adaptation), and the second one with enabled ACU. During these experiments the image resolution of MD screen in case of different values of productivity index (see equation 8) had been measured. In this experiment we take into account two intervals from normal and high ranges of the productivity index: \( 0.4 \leq R < 0.6 \) and \( 0.6 < R \leq 0.8 \). The results of these experiments are presented in Table 2 and Table 3 respectively.

<table>
<thead>
<tr>
<th>Mobile device</th>
<th>Resolution</th>
<th>( T ) (FPS) for ( 0.4 \leq R &lt; 0.6 )</th>
<th>( T ) (FPS) for ( 0.6 &lt; R \leq 0.8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nexus 7</td>
<td>640x480</td>
<td>15</td>
<td>13</td>
</tr>
<tr>
<td>Nexus 7</td>
<td>800x600</td>
<td>14</td>
<td>10</td>
</tr>
<tr>
<td>Fly IQ4416</td>
<td>800x600</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>Fly IQ4416</td>
<td>480x320</td>
<td>15</td>
<td>14</td>
</tr>
</tbody>
</table>
The data from the Table 2 show that in case of the fixed image resolution on MD, and if the value of productivity index R is increased: from the values range [0.4; 0.6] to the range [0.6; 0.8], then the T(FPS) metric value is decreased, namely, these values are placed in interval [9, 14]. In other words, the maximum value’s difference T(FPS) is about 35.7% apart from difference 33.3% for case of [10, 15] (0.4 < R < 0.6). The reason of such trend in this experiment is the disabled mode of ACU.

Table 3. Experimental results in case of enabled ACU

<table>
<thead>
<tr>
<th>Mobile Device</th>
<th>Resolution</th>
<th>T (FPS)</th>
<th>Resolution</th>
<th>T (FPS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nexus 7</td>
<td>1024x768</td>
<td>11</td>
<td>800x600</td>
<td>13</td>
</tr>
<tr>
<td>Nexus 7</td>
<td>800x600</td>
<td>14</td>
<td>640x480</td>
<td>16</td>
</tr>
<tr>
<td>Fly</td>
<td>640x480</td>
<td>13</td>
<td>640x480</td>
<td>14</td>
</tr>
<tr>
<td>IQ4416</td>
<td>800x600</td>
<td>9</td>
<td>640x480</td>
<td>13</td>
</tr>
</tbody>
</table>

Table 3 represents experiment results with enabled ACU. ACU component monitors computational load on a mobile device and in case of its increasing correct image resolution; such correction leads to stabilization of T (FPS) metric: this metric changes only in 18.75%. Additionally, in this experiment value of the maximal difference for T (FPS) in case of 0.4 ≤ R < 0.6 is 37.5%. That is why we can make conclusion that the proposed adaptive resource management approach enables better video stream quality for mobile device in MARS.

7 Conclusions and Future Work

In this paper we have presented the model-based framework to adaptive resource management in mobile augmented reality systems (MARS), which is based on the 3-level data structuring and analyzing of their specific hard- and software features. At the conceptual modeling level the appropriate ontological specification of MARS resources was constructed, at the logical modeling level a case-based reasoning approach is utilized, and as a physical model to implement an adaptive resource management in MARS the 3-level reference software architecture is elaborated. This approach was successfully applied in order to solve the task to adaptive management of screen image resolution on mobile device according to changes of its computational loading that finally enabled better video stream quality in MARS.

In future we are going to extend a collection of decision search methodologies in order to improve an adaptation process and compare its efficiency with case-based reasoning approach implementation. Besides that is it supposed to develop a more sophisticated adaptive MARS domain model with wider amount of input and output parameters, which should enable a more configure options in the proposed model-based adaptive resource management framework.
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Abstract. Nowadays in the course of investigation researchers are facing large arrays and datasets required fast processing, analysis and drawing adequate conclusions. Data mining, statistical methods and big data analytics provide an impressive arsenal of tools allowing scientists to solve these tasks. However, investigators often require techniques that enable with use of relatively simple and cheap measurements of easily accessible parameters to build useful and meaningful concepts.

In our paper two classes of dynamical models aimed at revealing between-component relationships in natural systems with feedback are presented. The idea of both models follows from the frameworks of theoretical biology and ecology regarding pairwise interactions between the parts of the system as background of system behavior. Both deterministic and stochastic cases are considered, that allow us to determine the direction of pairwise relationships in the deterministic case and the direction and strength of relationships in the stochastic one.
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1 Introduction

The world of scientific research has been immersing into an extraordinary information explosion over past decades, accompanied by the rapid growth in the use of Internet and the number of connected computers worldwide. We see a rate of increase in data growth that is faster than at any period throughout history. Enterprise application and machine-generated data continue to grow exponentially, challenging experts and researchers to develop new innovative techniques to evaluate hardware and software technologies and to develop new methods of big data investigation [1].
Heterogeneity, scale, timeliness, complexity, and privacy problems with big data impede at all phases of obtaining value from data. The problems begin during data acquisition, when the amount of data requires us to make decisions, currently in an *ad hoc* manner, about importance and interpretability of data. Besides, much data today are not natively in structured format, have gaps and incomplete. Hence, data analysis, organization, retrieval, and modeling are foundational challenges. Finally, presentation of the results and its interpretation by non-technical domain experts is crucial to extracting actionable knowledge.

Our study is devoted to the well-known problem of revealing conditions of stability in natural systems providing long and steady development and existence of systems. Today there is a large amount of online big data collections comprising datasets taken from different branches of biology, health sciences, ecology etc. As examples we can mention Data Centre of International Council for the Exploration of the Sea (includes hundreds of thousands marine biology related datasets), which were used in the current investigation.

The problem of homeostasis and stability in the living organisms community or natural systems (biological or ecological) is closely related to the problem of dynamic stability. The practical aspect of this problem is connected to the disturbance in stability of systems, that is often accompanied, for example, by outbreaks in number or biomass of species.

The study of stability in communities or natural systems is closely connected to investigation of relationships that determine the dynamic characters of a system, i.e. relationships between systems parameters having influence on the system dynamics.

For decades systemic methods, for example, based on the Shannon index of diversity, have been used for studying the relationships between the structure and stability of a system. Generalizing that and other approaches, Margalef [2] states that “the ecologist sees in any measure of diversity an expression of the possibilities of constructing feedback systems, or any sort of links, in a given assemblage of species”. Similar ideas were therefore presented in studying the structure of correlation pleiads, in using cluster analysis and other statistical techniques to establish such relationships for investigating similar problems.

Despite different approaches to revealing between-component relationships, in biology and ecology there is a general approach in studying such relationships, based on the following pairwise relationships: 

\[ (+, +), (-, -), (-, +), (-, 0), (+, 0), (0, 0) \]

For the multi-component systems, this set of relationships exhausts all possible pairwise inter-component
relationships categorized by the type of effect and have been studied at length, particularly, in biology and ecology [3–5]. Therefore, in the current paper the analysis of the relationships structure is based on the idea of regarding the objects (i.e., living organisms in a community, species etc.) as components of a system between which the pairwise relationships mentioned above are possible. This allows us to present the structure of relationships in an explicit form of relationships between the components of a natural system.

It should be noted, that mentioned relationships not always can be revealed with the help of statistical methods. For example, correlation analysis is initially used for estimation of a relationship between two or more variables, but it covers only statistical relation and cannot reveal a cause-effect relationship [6].

There are statistical methods (structural relation modeling, analysis of path and adjacent techniques), which are devoted to revealing between-component relationships (and other tasks as latent variables’ analysis) and can be used for casualty analysis [7, 8]. But these methods express the relationships in a system in the terms of regression coefficients and not in the form of paired relationships. Besides, interpretation of results of this analysis is occasionally difficult (e.g. studying relationship between a feedback system and homeostasis in a community).

2 Theory

Here we present two dynamical models developed for revealing between-component relationships on the base of observation data obtained from a real natural system.

First model has deterministic dynamic, finite number of states and discrete time. As it is described in [9] at length, here we describe the model in brief. The second model is stochastic and will be described in more detailed. Both models have a common background, so we begin with its description and later will go to specific properties of each models.

We assume that a natural system to be modelled comprises \( N \) components, which can be denoted by \( A_1, A_2, \ldots, A_N \). It is assumed that the component take integer values 1, 2, \ldots, \( K \), i.e. \( K \) value for each component. The value 1 means a minimum amount of a component, the value \( K \) means maximum, i.e. the component value varies from 1 to \( K \).

The system develops in discrete time and the moments of time are to be denoted \( t = 0, 1, \ldots \). So, the value of the component \( A_i \) at the moment of time \( t = 0, 1, \ldots \) are numbers \( A_i(0), A_i(1), \ldots \).
The next properties of a system are different for deterministic and stochastic cases, so we shall describe them separately.

2.1 Deterministic model revealing the direction of between-component relationships

We begin with deterministic case discussed, as mentioned, in [9] and was named the Discrete model of dynamical systems with feedback. For the deterministic system its state at the moment $t+1$ is fully and definitively determined by the state at the moment $t$.

If the system at the moment $t$ is in the state $(A_1(0), A_2(0), \ldots, A_N(0))$, all the following states can be written as the trajectory, where each column is a state at corresponding moment:

$$
\begin{pmatrix}
A_1(0) & A_1(1) & A_1(2) & \ldots \\
A_2(0) & A_2(1) & A_2(2) & \ldots \\
\vdots & \vdots & \vdots & \ldots \\
A_N(0) & A_N(1) & A_N(2) & \ldots
\end{pmatrix}.
$$

(1)

In the theory of dynamical systems [10], such a system is called a free dynamical system with discrete time. The system has only finite number of states, so there exists a positive integer $T$, which can be called a period of the trajectory, for which the conditions of periodicity hold:

$$A_i(s) = A_i(s+T)$$

for enough large $s$.

Taking into account the periodicity, it is possible to extract the following minor form (1)

$$
\begin{pmatrix}
A_1(s) & A_1(s+1) & \ldots & A_1(s+T-1) \\
A_2(s) & A_2(s+1) & \ldots & A_2(s+T-1) \\
\vdots & \vdots & \ddots & \vdots \\
A_N(s) & A_N(s+1) & \ldots & A_N(s+T-1)
\end{pmatrix}
$$

(2)

presenting full description of the dynamics of the system.

Now we introduce the concept of relationships between components. Let $\Omega = \{-, 0, +\}$. A relationship between specified components $A_i$ and $A_j$ is determined as an entry from the set $\Omega \times \Omega$ and denoted by $\Lambda(A_i, A_j) = (\omega_1, \omega_2)$, where $\omega_1 \in \Omega$, $\omega_2 \in \Omega$. If $\Lambda(A_i, A_j) = (\omega_1, \omega_2)$, this means that:

- if $\omega_1 = \{-\}$, then large values of the $A_j$ will lower the value of the component $A_i$.
- if $\omega_1 = \{0\}$, then the $A_j$ doesn’t influence the value of the component $A_i$. 

if $\omega_1 = \{+\}$, then large values of the $A_j$ will raise the value of the $A_i$.

The relationship $\Lambda$ is antisymmetric in the following sense: $\Lambda(A_i, A_j) = (\omega_1, \omega_2)$ implies $\Lambda(A_j, A_i) = (\omega_2, \omega_1)$.

Assume that all the relationships $\Lambda(A_j, A_i)$ between all pairs $(A_j, A_i)$ of components $A_1, A_2, \ldots, A_N$ are given. For each $A_j$ and each $(s, u) \in \Omega \times \Omega$ it is possible to find the set of components, with which $A_j$ has the relationship $(s, u)$

$$L_j(s, u) = \{A_i | \Lambda(A_j, A_i) = (s, u)\}.$$

Let $\kappa = \{1, 2, \ldots, K\}$ is to be the set of the states of an individual component and $N_j(s, u)$ is the number of components in the set $L_j(s, u)$, $j = 1, 2, \ldots, N, (s, u) \in \Omega \times \Omega$. A transition from the state at $t$ to the state at $t + 1$ is described by $N$ transition functions $F_j$, each of which defines the mapping

$$\kappa N_j(+,+) + N_j(+,0) + N_j(+,-) + N_j(-,+) + N_j(-,0) + N_j(-,-) \mapsto \kappa.$$

**Two types of relationships, intrinsic to natural systems.** For more detailed description of the dynamics of a natural system, one needs to specify the explicit form of the transitional mapping. We introduced two approaches based on the concepts of biological interactions: weight functions’ approach and approach based on principles of Justus von Liebich’s law.

Define the following functions on the set $\kappa$: $\text{Inc}(A) = \min\{K, A + 1\}$, $\text{Dec}(A) = \max\{1, A - 1\}$.

*The system dynamics based on weight functions’ approach.* First we define the type of dynamics, which takes into account the weighted sum of all $A_j(t)$ (inclusive $A_i(t)$) for calculating the value of the component $A_i$ at the moment $t + 1$.

As we defined above, for each $j$ ($j = 1, 2, \ldots, N$) and each pair $(s, u) \in \Omega \times \Omega$ there exists the set $L_j(s, u)$ with $N_j(s, u)$ entries. Assume that the function $\varphi_{j,1}(s, u)(\cdot), \varphi_{j,2}(s, u)(\cdot), \ldots, \varphi_{j,N_j(s, u)}(s, u)(\cdot)$ are to be the functions of interactions of those components, with which the $A_j$ has relationships $(s, u)$.

The functions are defined on the discrete set $\kappa$ and have the following properties: (i) $\varphi_{j,k}^{(+,+)}(\cdot), \varphi_{j,k}^{(+,0)}(\cdot), \varphi_{j,k}^{(+,-)}(\cdot)$ are increasing functions; (ii) $\varphi_{j,k}^{(-,+)}(\cdot), \varphi_{j,k}^{(-,0)}(\cdot), \varphi_{j,k}^{(-,-)}(\cdot)$ are decreasing functions; (iii) $\varphi_{j,k}^{(s,u)}(1) = 0$ for any $(s, u) \in \Omega \times \Omega$. 
We also introduce the numbers $\delta_j > 0 \ (j = 1, 2, \ldots, N)$ which can be called thresholds of sensitivity. For the system’s state at the moment of time $t$ the following value is calculated

$$d_j = \sum_{A_k \in L_j(+,+)} \varphi_{j,k}^{(+,+)}(A_k(t)) + \sum_{A_k \in L_j(+,0)} \varphi_{j,k}^{(+,0)}(A_k(t)) + \sum_{A_k \in L_j(+,-)} \varphi_{j,k}^{(+,-)}(A_k(t)) + \sum_{A_k \in L_j(-,0)} \varphi_{j,k}^{(-,0)}(A_k(t)) +$$

$$+ \sum_{A_k \in L_j(-,+)} \varphi_{j,k}^{(-,+)}(A_k(t)) + \sum_{A_k \in L_j(-,-)} \varphi_{j,k}^{(-,-)}(A_k(t)).$$

(3)

The value of the component $A_j$ is being changed according to the value $d_j$ by the following rules

1. if $d_j \geq \delta_j$, then $A_j(t+1) = \text{Inc}(A_j(t));$
2. if $d_j \leq -\delta_j$, then $A_j(t+1) = \text{Dec}(A_j(t));$
3. if $-\delta_j < d_j < \delta_j$, then $A_j(t+1) = A_j(t).$

Now, the meaning of introduced transition functions can be explained in clear way. For example, the functions $\varphi_{j,k}^{(-,+)}(\cdot) \ (k = 1, 2, \ldots, N_j(-,+))$ reflects the influence upon the component $A_j$ of components in the set $L_j(-,+)$, which are related with $A_j$ by relationship $(-,+)$. The greater the influence (i.e. the greater values of $A_i(t)$ from the set $L_j(-,+)$), the lower the values of $d_j$.

The dynamics based on the Liebig’s law of the minimum. Next approach is based on principles of Justus von Liebig’s law (Liebig’s law of the minimum) and essentially differs from the first approach, which is basically additive.

Omitting the details, enough to say, that according to this approach, transition from the state $(A_1(t), A_2(t), \ldots, A_n(t))$ is defined by relations of the state with two matrices $C$ and $C^{*}$ playing the role of a threshold.

The system identification with use of the observation data. While dealing with real data, we often don’t observe the data in dynamics. Often real data come unordered in time in contrast to data used for time series modeling. So we don’t observe any dynamism described by the trajectory (1) or the minor (2).

Usually, the result of observation is represented by a table of cases:

$$\tilde{M} = \begin{pmatrix}
C_{11} & C_{12} & \ldots & C_{1B} \\
C_{21} & C_{22} & \ldots & C_{2B} \\
\vdots & \vdots & \ddots & \vdots \\
C_{N1} & C_{N2} & \ldots & C_{NB}
\end{pmatrix},$$

(4)
where columns correspond to cases and rows correspond to components (N components and B cases). We emphasize unordered character of the data above, i.e. these is no time order between the cases in the table $\tilde{M}$.

Here we describe a principle allowing to reveal the system relationships of above mentioned type on the basis of the observation table $\tilde{M}$. This algorithm determines inter- and intra-component relationships, which are as close as possible to relationships, which form matrix (2) in some sense.

Assume that relationships structure is given. In that case for initial state $(A_1(0), A_2(0), \ldots, A_N(0))$ and for given sets $L_1(u, s), L_2(u, s), \ldots, L_N(u, s), u \in \Omega, s \in \Omega$ the minor (2) can be calculated. Let $P$ is to be the correlation matrix (Pearson or Spearman) between the rows of the minor (2) with entries $r_{ij}$. Also, for the table $\tilde{M}$, the correlation matrix $\tilde{P}$ (with entries $\rho_{ij}$) of its rows can be calculated.

Introduce the measure of distance between the matrices $P$ and $\tilde{P}$

$$D(P, \tilde{P}) = \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} (r_{ij} - \rho_{ij})^2.$$  \hspace{1cm} (5)

We state the task of minimization $D(P, \tilde{P})$ by all possible vectors of initial states $(A_1(0), A_2(0), \ldots, A_N(0))$ and all allowable sets $L_j(s, u), s \in \Omega, u \in \Omega$ for all $j$

$$D(P, \tilde{P}) \rightarrow \min \text{ (by all initial states & by all allowable sets $L_j(s, u)$).}$$  \hspace{1cm} (6)

The stated task means the search for such relationships between components, that the minor (2) is to be as close as possible to the table of observations regarding the measure (5).

The following theorem proved in [9] shows that this task is well-grounded in probabilistic sense.

**Theorem 1.** If the table of observations $\tilde{M}$ is obtained from the minor (2) by equiprobable choice of columns, then the Pearson correlation matrix of the observations table $\tilde{P}$ converges to the correlation matrix of minor $P$ (in probability)

$$\lim_{B \to \infty} \rho_{ij} = r_{ij}, \quad i = 1, 2, \ldots, N, \quad j = 1, 2, \ldots, N.$$  

The same result takes place for the Spearman correlation matrix as well.
2.2 Additive stochastic model of between-component relationships

Our second model is also described by a set of components $A_1, A_2, \ldots, A_N$ taking discrete values $1, 2, \ldots, K$.

But, in contrast to the first one, the second model introduces into consideration not only direction of relationships (in fact, for the first model we considered three direction — negative, neutral, and positive), but also a strength of relationships. Hence, relationships in this case can be recognized besides directions by the strength.

The structure of relationships between components $A_1, A_2, \ldots, A_N$ is described by the following relationships matrix

$$
M = \begin{pmatrix}
m_{1,1} & m_{1,2} & \cdots & m_{1,N} \\
m_{2,1} & m_{2,2} & \cdots & m_{2,N} \\
\vdots & \vdots & \ddots & \vdots \\
m_{N,1} & m_{N,2} & \cdots & m_{N,N}
\end{pmatrix}.
$$

Any entry $m_{i,j}$ reflects the strength and direction of influence of the component $A_j$ upon the component $A_i$. The direction of influence is expressed by the sign of the value $m_{i,j}$ (may be $-, 0, +$) and the strength — by modulus of $m_{i,j}$ and varies from 0 to 1. So, $-1 \leq m_{i,j} \leq 1$ for each $i, j$. The influence of the component $A_i$ on $A_j$ is expressed by $m_{j,i}$.

It is easy to see, that the relationship between the components $A_i$ on $A_j$ is described by the pair $(m_{i,j}, m_{j,i})$, which is close by implication to the relationship $(\omega_1, \omega_2)$ introduced for the first model.

Now describe the dynamics of transition from the state of the system at the moment $t$ to the state at the next moment $t + 1$. As for the weight functions’ approach, we assume, that a set of functions $\psi_{i,j}(\cdot)$, ($i, j = 1, 2, \ldots, N$) reflecting relationships between all pairs of components, including inner relationships, are given. The functions $\psi_{i,j}(\cdot)$ have the following properties: (i) $\psi_{i,j}(\cdot)$ are defined on the set $\mathcal{R}$; (ii) $\psi_{i,j}(1) > 0$; (iii) $\psi_{i,j}(\cdot)$ are increasing functions on $\mathcal{R}$.

Also assume that a positive number $\delta$ playing the role of threshold, is given. Let the system is to be in the state $(A_1(t), A_2(t), \ldots, A_N(t))$. For each pair of indices define the random variable $\xi_{i,j}$ as follows

$$
\xi_{i,j} = \begin{cases} 
\text{sign}(m_{i,j}) \cdot \psi_{i,j}(A_j(t)) & \text{with probability } |m_{i,j}|, \\
0 & \text{with probability } 1 - |m_{i,j}|.
\end{cases}
$$

Then we calculate the set of $N$ random variables $d_i = \sum_{j=1}^{N} \xi_{i,j}$, $i = 1, 2, \ldots, N$. 

Using the set \((d_1, d_2, \ldots, d_N)\), it’s possible to calculate the set of probabilities \((p_i^-, p_i^0, p_i^+)\) for each \(i\) according to the rule

\[
p_i^- = P(d_i \geq \delta), p_i^0 = P(-\delta < d_i < \delta), p_i^+ = P(d_i \leq -\delta)
\]

for each \(i\) from 1 to \(N\).

This definition implies the equality \(p_i^- + p_i^0 + p_i^+ = 1\). The transition from the state at the moment \(t\) to the next state at \(t+1\) is defined by the following rule

\[
A_i(t+1) = \begin{cases} 
\text{Dec}(A_i(t)) & \text{with probability } p_i^- \\
A_i(t) & \text{with probability } p_i^0 \\
\text{Inc}(A_i(t)) & \text{with probability } p_i^+
\end{cases}
\]

That is, at the moment \(t+1\) the value of \(A_i\) can increase by 1, remain the same or decrease by 1 with probabilities \(p_i^-\), \(p_i^0\), \(p_i^+\) correspondingly. Applying this rule for each \(i\), the probabilities of transition from any appropriate state \((A_1(t), A_2(t), \ldots, A_N(t))\) can be calculated.

It can be shown, that if each row of the matrix \(M\) include both negative and positive entries, we obtain the Markov chain with \(K^N\) states \(A_1(t), A_2(t), \ldots, A_N(t)\) \((A_i \in \kappa)\). Besides, this chain is regular, so there a unique steady-state stochastic vector \(w\).

Now the reasons that state behind this model, can be explained. We assume, that a natural system is described by this model, and the probability of staying the system in states converges to the entries of the vector \(w\). Using the states \(A_1, A_2, \ldots, A_N\) and the components of the steady-state vector \(w\) we can calculate a weighted Pearson correlation matrix \([11]\) between the components. Denote such the matrix by \(R_w\).

We suppose, that the true dynamics of our natural system is not visible, i.e. we cannot observe time series of states, but can record a state of the system at random moments of time. These observations are collected in the observation table \(\tilde{M}\) having \(N\) variables and \(B\) cases (after \(B\) observations) in similar way as for analogous table (4) of the first model. Let the Pearson correlation matrix between rows of (4) is denoted by \(\tilde{R}\).

**Theorem 2.** If the observation table \(\tilde{M}\) is obtained according to the way described above, we have

\[
\tilde{R} \rightarrow R_w \text{ in probability when } B \rightarrow \infty.
\]

This means component-wise convergence.

Proof. Omitted for short.
Introduce the measure of proximity for the matrices $R$ and $\tilde{R}$

$$D(R_w, \tilde{R}) = \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} (\tilde{R}_{i,j} - [R_w]_{i,j})^2. \quad (7)$$

The result proved in the theorem 2 means that the sample observation matrix consistently represents a true dynamics, not observed straightforwardly. This result works as a base for identifications of entries of the relationships matrix $\mathcal{M}$. Therefore we can try to calculate transition probabilities of the Markov chain, that provide the best approximation of a true correlation matrix by a sample matrix in the sense of the measure (7). So, $\mathcal{M}$ is obtained by resolving the following optimization task

$$D(R_w, \tilde{R}) \mapsto \min \text{ by entries } m_{i,j}.$$ 

In fact, we find the relationships matrix $\mathcal{M}$, which makes the modelled correlation matrix as close as possible to the observe correlation matrix.

### 3 Case Studies

We present here three examples from different areas, where our models were applied.

First example concerns analysis of system factors affecting activity of social networks users, playing an important role in modern culture [12]. The structure of relationships between components of the system for two states of the Internet-forum on fantasy literature were calculated and compared. This comparison aimed to reveal system aspects of forum visiting in two periods. One state can be regarded as “low-performance”, other as “high-performance” according to number of written fanfictions (also abbreviated as fan fics, fanfics) of visitors at the site dedicated to the cycle of novels of Joanne Rowling about Harry Potter (snapetales.com). The period of first half of December 2010 is regarded as “high-performance”, the second period of the first half of December 2014 is called “low-performance”. For these two periods a statistically significant difference according to Student $t$-test ($p < 0.05$) in average number of visits per day was also detected.

The fanfictions were divided into 4 categories according to their length: fanfictions of small, large, and medium size; the last, fourth category includes fanfictions not related to the novels about Harry Potter.

The following values were taken as the components of the system reflecting the authors activity
– the number of fanfictions of small size per day related to the cycle of novels about Harry Potter (denoted by MIN);
– the number of similar fanfictions of large size per day (MAX);
– the number of similar fanfictions of medium size denoted by (MID);
– the number of fanfictions denoted by not related to the cycle of novels about Harry Potter, based on another literary works (OTHER).

For the “high-performance” and “low-performance” periods, the structure of relationships were built. We identified the models using the Pearson correlation matrix and the approach on the base of von Liebig law, with $K=3$ levels of components values. The structure of relationships for both period is presented in Figs. 1 and 2. The notation on the graphs corresponds to the models and is quiet understandable: the components are presented as rectangulars connected by ovals presenting considered relationships. For example, $\Lambda(\text{MIN}, \text{MID}) = (+, -)$, that is clearly shown on the graph.

Fig. 1. The structure of relationships for “high-performance” period. Rounded rectangulars present the components of the system, the ovals include relationships between the components.

Fig. 2. The structure of relationships for “low-performance” period.
Comparing the graphs in Fig. 1 and Fig. 2 shows a system-forming role of the component MID for the “high-performance” period, in which MID positively affected other three components. This affect disappeared in the “low-performance” period together with loss a stabilizing mechanism through the relationship (+, −) between MID and MIN supporting a dynamic equilibrium of the system.

These results are consistent with empirically established ideas about significant positive role of fanfictions of medium size (MID) in a functioning of social networks of this category and their close relation to short-sized fanfictions (MIN) representing a reaction of the most dynamic part of users. Differences in role of OTHER correspond to significance of “offtopic” as an index of deterioration in work of dedicated web-sites.

Our next example concerns the system relations of anthropometric parameters of adolescents suffering diseases of cardiovascular system [13].

Anthropometry is important in school medical, in particular, for determining the factors of predisposition of adolescents to cardiovascular disorders. At the same time, among other drawbacks of currently used anthropometric methods they often refer to insufficient use of systematic approach, among other things, in description of regularities in formation of body’s proportions in the individual development of adolescents.

Here we present a demo of application of DMDS for this purpose, calculated on the material of adolescents anthropometry with arterial hypertension and other forms of cardiovascular disorders. Body compositions related to overweight plays an important role in development of arterial hypertension. Taking that into account, the models for four following components were built: hip circumference, waist circumference, chest circumference, and shoulder breadth divided by height of a subject. The Spearman correlation and Liebig’s approach with $K = 3$ levels of components were used in modeling.

Comparison of these graphs has revealed a different role of such anthropometric parameters as the hip circumference for two group of adolescents under investigation. In the group with disorders different from arterial hypertension high values of hip circumference increase other three components. Simultaneously, shoulder breadth negatively affects hip circumference, that should form a proportion of male’s future body perceiving by subconscious as harmonious on the base on evolutionary history and recognized as such by modern physiology and medicine — the proportions of male “triangle” directed beneath by edge. The structure of relationships in the group with hypertension prevents the formation of such a standard and associates with the accumulation of a depot fat in
Fig. 3. The structure of relationships for adolescents without arterial hypertension.

Fig. 4. The structure of relationships for adolescents with arterial hypertension.

certain parts of a human body: relatively high values of the hip circumference negatively affects shoulders breadth and chest circumference, not directly affecting waist circumference, on which shoulders breadth positively influences.

These results, regarded by authors as preliminary, do not contradict known facts about the impact of anthropometric parameters on the risk of development of hypertension in adolescents groups.

Our last example was taken from industrial fishery of Atlantic cod (Gadus morhua) at North Sea. The fishery of the cod plays important role in the economy of several countries and provokes considerable interest to use of mathematical models in industrial ichthyology describing large fluctuations of catching [14] (well-known example of this kind is collapse of the Atlantic northwest cod fishery in 1992).

As the demo the additive stochastic model of relationships structure between dimensional parameters of cod populations was considered. The average fish body length $L$, the difference between Upper Length Bound
and Lower Length Bound (vL), the average stomachs weight (M), and the average weight of preys of cod (dM) were taken as components of the model. Additive stochastic models were built according to data of International Council for the Exploration of the Sea for two years (1984 and 1989) preceding to rapid changes of CPUE (the catch per unit effort). We used the model with K = 4 levels of components values. In the matrix corresponding to 1984, which precedes significant (till 1990) decrease of catching, there are large (above 0.85) negative effects of high values of vL on M and dM. That is, increasing the diversity of dimensional characteristics of the cod population, that improves the consumption possibilities of forage reserve by the cod, leads to exhaustion of food resources (reducing the number of available preys) and deterioration of preys quality (reducing the average size of forage organisms), and results in deterioration of food supply of the cod, that lowers the values of M and dM.

In the matrix corresponding to 1989, which precedes sharp increase of CPUE, recorded a year later, in 1991, there exist extremely small (below 0.07) negative effects of high values of vL on M and dM. In this case, the increasing diversity of sizes, that enhances abilities of consumption of forage reserve, does not lead to exhaustion and deterioration of the latter. This result of modeling explains differences described above in the dynamics of catching in accordance with modern concepts of industrial ichthyology. We also note the difference in the value of positive influence of L on vL: 0.325 and 0.963 for 1984 and 1989 correspondingly.

Presented results bring hope for the possibility of developing methods for a forecast of cod catching with use of the stochastic models of this class, built on the base of actual material on size structure of the population.

### Table 1. Relationships matrices for 1984 and 1989

<table>
<thead>
<tr>
<th></th>
<th>1984</th>
<th>1989</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L  vL  M  dM</td>
<td>L  vL  M  dM</td>
</tr>
<tr>
<td>L</td>
<td>-0.936 -0.379 0.893 0.581</td>
<td>-0.843 0.137 0.953 0.059</td>
</tr>
<tr>
<td>vL</td>
<td>0.325 -0.737 -0.405 0.519</td>
<td>0.963 -0.721 -0.997 0.494</td>
</tr>
<tr>
<td>M</td>
<td>-0.184 -0.868 0.969 0.081</td>
<td>-0.882 -0.054 0.788 0.224</td>
</tr>
<tr>
<td>dM</td>
<td>0.016 -0.941 0.999 -0.028</td>
<td>0.091 0.066 0.941 -0.095</td>
</tr>
</tbody>
</table>
4 Conclusion

In the paper we followed the established framework in model development, appropriated for natural sciences. Typical approach in development, among others, comprises the data selection, specification of assumptions and simplifications, selection of a mathematical modeling framework, estimation of parameter values, model diagnostics, model validation, model refinements and model application. It's clear, that all these stages of building mathematical models for biological systems are too complicated, but the most difficult task among them is the model parameters estimation for identifying structure in the underlying biological networks.

The models presented in the paper are created for description of biological and ecological systems, based on pairwise relationships characterized by the direction (positive, negative, or neutral) for both models and by the strength varied from 0 to 1 in the stochastic model only.

The task of parameter estimation is a true challenging problem for both models and requires development of special algorithms of numerical optimization. For example, if the system has \( N \) components and the number of levels is to be assumed \( K \), for the first deterministic model the number of initial states is equal to \( K^N \) and the number of possible relationships’ structures is equal to \( 3^{N^2} \). For solving the stated optimization problem (6), one should built the minor (2) with use of an initial state and a relationships’ structure, calculate correlation matrix \( P \) and calculate the distance (5). So, the exhaustive search of both initial states and relationships’ structures jointly gives us \( K^N 3^{N^2} \) variants, that is a huge number for even moderate \( N \) and \( K \).

The case studies presented in the paper, considered by the authors as preliminary and illustrating, offer the prospects of applications of proposed models.

The results of modeling of system aspects in anthropometry of adolescents present the approaches to use of this simple and cheap method for identifying the risk groups of the progress of arterial hypertension. These approaches may be applied in school medicine an, if necessary, in extreme situations for mass screening as well.

The investigation of system factors of functioning of web-site dedicated to fiction about characters from original works about Harry Potter, due to use of components of the system, that are invariant to the content of the web-site, may have a broader meaning in analysis of the social networks performance.
The model of the cod population as a whole does not contradict known facts on the role of fish size and state of a forage reserve in the population dynamics. At the same time, these results reveal some promises and can be used in the development of approximate methods for prediction of populations of commercial fish with use of relatively simple and inexpensive methods of data acquisition, including even the commercial reports concerning the assortment of fish products.
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Abstract. The article contains the rationale for the development of the computer-aided fixture design system (CAFD). The place of the CAFD among other automated systems is considered and the data flows are found between them. The structure of the CAFD system is suggested, which is distinguished by the module of optimization and allows to select the optimal fixture for the given production conditions. The purpose and place of each module in the structure of the CAFD system is grounded. The database of the CAFD system is a collection of libraries connected by logical connections. The database includes 15 libraries of engineering and design, general engineering, regulatory, reference, and optimization and calculation character. The classifications for the supporting, locating and clamping elements, locating charts and the clamping charts of the workpieces are developed.
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1 Introduction

In modern manufacturing engineering a major challenge is the contradiction between the need to reduce the time required to design and manufacture the products and the increasing complexity of product design. Over the past 15 years the product range has increased more than 2 times, constantly increasing their complexity, the demands for the accuracy and product quality are increasing [1,2]. Today's market requires more varieties of products, and consequently the equipment and processes should be more flexible to meet the needs of the market and reduce the amount of time to appear on the market. This necessitates the development and implementation of the innovative production solutions for the implementation of the processes which should be aimed at the intensification and automation of production. Integrated CAD / CAE / CAPP / CAM technologies provide a solution to problems of design, analysis and optimization, development of the technology of manufacturing products, production process automation and inspection. This can increase the productivity and quality of the developed production solutions.
One of the promising areas of the intensification of the manufacturing production planning is the development and implementation of the computer-aided fixture design (CAFD) technologies which allow, in the automatic mode, to design fixtures, evaluate their effectiveness and develop the necessary design and production documentation. These systems can be integrated with CAD / CAE / CAPP / CAM systems, and thus perform a full cycle of design, analysis, synthesis and manufacture of fixtures.

Fixtures are an integral part of a closed loop technological system "machine tool – fixture – workpiece – cutting tool" and are designed for accurate locating and reliable clamping of the workpieces during the machining on the metal-cutting machine tools. Fixtures affect the production of the competitive manufacturing engineering products, as evidenced by the following data: fixtures constitute 70–80% of the total tooling [3]; the proportion of fixtures is 10–20% of the total manufacturing system cost [4]; 80–90% of the time required for the production planning correspond to the design and manufacturing of fixtures [3]; 40% of rejected parts are due to dimensioning errors that are attributed to poor fixture design [5]; 70% of the new fixtures are a modification of the existing [6].

In today's manufacturing engineering, which is characterized by the instability of the range and volume of manufacturing capacity, a rational choice of the fixtures is actual, which put forward the following demands: flexibility, sufficient for machining of the parts within the machine tool specification; assurance of the specified accuracy of the machining; mechanized or automated changeovers when switching to a machining of the parts of different size; high stiffness of the parts and assembly units, which can take considerable cutting forces and ensure maximum use of the equipment power; tool availability to handle the maximum number of surfaces in one setup; high unification of the parts and assembly units, providing cost reduction of fixtures; high functional and production reliability of a fixture and its elements; economy [7]. The basic requirements for the creation of the fixtures are reduced to six groups, including the physical requirements, tolerance, constraining requirements, affordability, collision prevention, usability [8].

Therefore the main objective of this article is to present the conceptual structure of the CAFD system and to develop the information support for the entire fixture design process including analysis, synthesis, optimization, and verification procedures in order to ensure the effectiveness of production planning.

2 Related Work

Today people have many years of experience of developing and implementing of the CAFD systems which considerably accelerated and improved the process of fixture design, allowing the designers, at the design stage, comprehensively analyze the properties of the future fixture before its manufacture. According to their purpose the CAFD are divided into systems designed for dedicated [9], modular [6], [10,11], and adjustable fixtures [9], [12]. CAFD systems for dedicated fixtures are meant for detail design of all fixture functional elements with the following assembling to meet the requirements of the specific sizes of the
workpieces. CAFD systems for modular fixtures are meant for fixture design process by means of assembling of fixtures from the set of prefabricated functional elements. The use of adjustable fixtures supposes locating and clamping the workpieces in specific range of sizes. Therefore such CAFD systems provide manufacturing engineers with design and assembly tools for fixture design from original and standardized fixture elements. A thorough review of the existing CAT and CAFD systems is considered in works [4], [8,9], [13,14,15,16].

According to the level of automation the CAFD systems are traditionally classified into interactive (I-CAFD), semi-automated (Semi-AFD), and automated (AFCD) [12]. The analysis of the existing CAFD systems showed that the typical structure [16] consists of four modules which provide a step-by-step solution of setup planning, fixture planning, fixture unit design, and verification of the fixture (Fig. 1). Verification is the essential stage in fixture design allows evaluation the designed fixture to draft proposal and production conditions.

---

**Fig. 1. The typical structure of the CAFD system (adapted from [16])**

Today there is the problem of choosing the optimal fixtures. A variety of fixtures which are used for the machining of similar parts, on the one hand, provides many variants, on the other – significantly complicates the task of determining the optimal fixture for specific production conditions. Existing CAFD systems doesn’t allow the execution of optimization procedures according to production conditions.
Taking into account that the fixtures are complex technical systems that differ according to different parameters (accuracy, flexibility, cost, reliability, performance, steel intensity, etc.) the effective choice of the best among the set of competitive variants is advisable to carry out by means of multicriteria optimization. Considering the complexity of the analysis and calculation of all the parameters necessary for the design of the fixtures, it is advisable to automate the process.

3 The Structure of the CAFD

3.1 The Place of the CAFD Among Other Automated systems

CAFD is one of the elements of computer integrated manufacturing, along with CAD / CAE / CAPP / CAM systems. This approach allows you to implement the fixture life cycle from design to its manufacturing, actualizing the geometric modeling and engineering analysis, process planning and automation of the manufacturing. The analysis of the data flows (Fig. 2) confirms that the CAFD structure must be built taking into account the integration of these systems.

![Fig. 2. The place of the CAFD among other automated systems](image-url)
3.2 CAFD Structure

3.2.1 General Information
The suggested structure of CAFD system (Fig. 3) is the five modules that operate according to the developed algorithm in stages. The information support of the designing stages is provided by the database. The implementation of the mathematical models of all the necessary calculations is performed in the CAFD working modules which include module of the database management. The provision of the visualization of the results of the CAFD design involves integration with the three-dimensional solid design package Autodesk Inventor that allows working with solid state 3D models of functional elements of the fixtures which are contained in the relevant libraries.

3.2.2 Module of Input Data
Input data when designing are: the design parameters of a workpiece (geometry, overall dimensions, weight, material, workpiece stiffness, etc.); technological parameters (type of manufacturing operation, metal-cutting equipment, cutting tools, etc.); manufacturing parameters (type of manufacturing, batch size, etc.); other factors (economic, ergonomic, aesthetic, etc.).

3.2.3 Module of the Manufacturing Analysis of the Workpiece
The analysis of a 3D model allows determining the functional surfaces of the workpiece, which can be: work; locating; clamping. The work surfaces (one or more) – are surfaces that require machining on a given manufacturing operation. Locating surfaces (usually a combination of surfaces) – are surfaces that determine the position of the workpiece in three-dimensional space, constraining the workpiece a certain number of degrees of freedom (maximum six – three movements, three rotations). The clamping surfaces (one or more) – are designed for applying certain clamping force to ensure the permanent position of the workpiece during the process of forming surfaces.

The analysis of the above mentioned surfaces allows to determine from 3D model of the part: geometry (shape) of the surfaces; spatial relationship of the surfaces relatively to other surfaces; dimensional characteristics of the surfaces (length, width, height, diameter). From the drawing (or other accompanying documentation) it is necessary to get information: tolerance range for each of the surfaces; surface roughness; material; hardness of the workpiece material; type of heat treatment; other technical requirements.

Having information about the machining surfaces, the plan of the machining is formed. At this stage we distinguish: a schematic diagram of the surfaces machining; cutting conditions (cutting depth, feed, cutting speed); cutting force; required power of the machine tool.

The set of locating surfaces implement a theoretical locating chart with the definition of the points of contact of the workpiece with the locating elements of the fixtures.

The analysis of surfaces for clamps allows to select one of the typical clamping chart, as well as the points of contact of the workpiece with the clamping elements.

Based on the plan of machining, locating and clamping charts of the workpiece the setup and machining plan is formed, indicating the values and the direction of the cutting and clamping forces in a particular coordinate system.
Fig. 3. The proposed CAFD system structure
3.2.4 Module of the Synthesis of the Fixtures Competitive Vatiants of the Fix-
tures
Based on the developed rules, including the selected locating chart and a clamping chart of the workpiece the locating and clamping elements are selected which corre-
spond to the specified parameters. According to the overall dimensions of the work-
piece, the selected locating and clamping charts the choice of the supporting elements is carried out. This allows to form a set of competing options of the supporting, locating and clamping elements. Then on their basis and taking into account the previously created fixtures contained in the library of the fixtures, the competitive variants of the fixtures are formed according to the developed algorithm [17].

3.2.5 Module of Optimization
The implementation of the module of optimization allows to choose the optimal fixture for the specific manufacturing conditions on the basis of the multicriteria optimi-
ization. The first step in this module is the choice of the fixtures that satisfy the system of technical constraints, based on a mathematical model and also reference data. For the fixtures that remained due to the imposition of technical constraints, the calculation of the parameters according to each criterion of optimality is performed. Then a multicriteria optimization according to the method of successive concessions is car-
rried out [18]. As a result of the optimization an optimal fixture is found with identi-
fied criteria evaluations.

3.2.6 Module of Verification
The engineering analysis is a very important step because it allows you to control the basic parameters of the fixture. At this stage, the possibility to perform calculations on the accuracy of the workpiece machining, the research of the system "fixture – work-
piece" on the deflected mode analysis, modal analysis, harmonic analysis is provided.

3.2.7 Output Data
The results of the CAFD system are: 3D-model of the fixture and specification of the elements, that are part of it; the list of the optimality criteria and calculated criteria evaluations for the selected fixture; the results of the engineering calculations; the information about the conditions of production.

4 Database

4.1 General Information
An important condition for the effective functioning of any CAFD system is the data-
based that provides information support of the design process of the fixture, the accumu-
lation and the storage of reference, design and technological and methodological information. The developed database is a collection of individual libraries-tables, in which the information necessary for the performance of the design is systematized according to the purpose. The detail of a conceptual database scheme is shown in Fig. 4. Between the respective tables and CAFD modules of the fixture the connec-
tions are identified (Fig. 5) that implements data flows which ensure the design pro-
cess.
4.2 Libraries

In general, the system provides 15 libraries used for full information support of the design process of the fixture (Fig. 5).

The library of the design parameters of the parts contains information about structural elements of the parts, their variety, standard sizes and so on.

The library of the technological information includes the list of data about the types of workpieces and the rational conditions of their use, types of the heat treatment and the typical processes of its implementation, methods of machining, classification of the manufacturing operations and steps, the typical structures of the manufacturing operations, the recommended parameters of the size accuracy and the quality of the surfaces.

The library of the manufacturing parameters of the machining contains information about the type of manufacturing, manufacturing capacity, batch size, level of flexibility, and the level of machining efficiency.

The library of the metal-cutting equipment contains information about the equipment for the drilling-milling-boring manufacturing operations. All the elements of the given library are systematized according to various parameters: the level of automation; the type of the layout of a machine tool; manufacturing capabilities; workspace overall dimensions; the type and a set of a tool magazine; the frequency of the spindle rotation; the power of the force actuator and so on. The library contains information about 1075 machine tools of vertical and horizontal layouts of more than 30 world manufacturers.

The library of the cutting tools contains technical information and manufacturers’ recommendations about the cutting mode for drills, core drills, reamers, boring heads, spotfacers, chamfer bits, taps and also face-milling, end-milling, keyway-milling, plain-milling and disk cutters that are used for drilling-milling-boring manufacturing operations.
The library of the materials contains information about the physical, mechanical and technological properties, chemical composition of the manufacturable materials. In order to maximize the coverage of a large number of possible options for the produc-
tion of the machining workpieces, the library contains data on ferrous metals and alloys; nonferrous metals and alloys; non-metals.

The library of reference data includes information about tolerances and fits, quality class, tolerances of the form and position, processing errors, roughness of the surfaces, information on the cutting modes of the materials, standard time for machining of the surfaces, standard time for the fixture assembling.

The library of the locating charts of the workpieces contains classification of the typical locating charts (Fig. 6) of the prismatic parts, rotational parts (shafts, shaft-collars, flanges etc.), flat parts, and complex parts (levers, connecting rods, brackets, cantilevers, etc.). According to the library information it is possible to provide a defined locating of 90% of the workpieces that are machined on the machine tools of the drilling-milling-boring group.

![Locating charts](image)

**Fig. 6.** Classification of the locating charts of the workpieces

The library of the clamping charts contains information about the most rational ways of workpieces clamping, based on the principles of the equilibrium position of the workpiece, and also take into account the sequence of the clamping of the workpieces in the charts with many clamping elements.

The library of the supporting elements includes a wide range of supporting elements (plates, cubes, angular plates, tombstones, etc.) that are the basis for creating of the fixtures.

The library of the locating elements contains a variety of locating elements (support plates, supports, V-blocks, locating pins), intended to implement theoretical locating charts.

The library of the clamping elements has a large selection of clamping elements (swing clamps, cam clamps, lever clamps, clamping straps, etc.) to ensure reliable clamping of the workpiece in the fixture during the cutting process.

The libraries of the supporting, locating and clamping elements provide basic technical characteristics of each element, including code, dimensions, mounting dimen-
sions, weight, material, size of the work surfaces, adjustment range, clamping force, etc., and links to related 3D models. Also the practical advice is given on the effective scope for different production conditions.

For the convenience of the identification of the functional elements in the proposed CAFD system a coding system is developed. These codes are unique for each elements. Such codes help the designer, looking only at the code, to make conclusions about the element. According to the developed classifier it is advisable to code all the functional elements with the help of the code from letters and numbers (Fig. 7), where the first letter indicates the purpose of the functional element (supporting – S; locating – L; clamping – C), the second sign – sort of the element, the third – type, the fourth – standard size (Fig. 8).

![Fig. 7. Structural formula of the functional elements of the fixtures](image)

![Fig. 8. Detailing of the structural formula according to the example of the supporting elements](image)

The library of the fixtures is designed for the storage of the information about finished structural solutions which can be implemented with the help of the libraries of the supporting, locating and clamping elements for the typical parts of manufacturing engineering. In fact, the library is an archive of the finished project solutions obtained in CAFD before, with the definition of the object of machining, production conditions and technical specifications of the fixture.

The library of the optimization calculations is developed for the information support when choosing the optimal fixture for the given production conditions and provides a list of optimality criteria with the objective functions and technical constraints.

The library of engineering calculations contains information about reference data, calculation models, calculation templates that help to investigate the fixtures.
4.3 Working With the Libraries

The main functions of the developed database are the accumulation, updating, storage and provision of information to implement the design stages. A physical model of the proposed database is implemented with the help of the database management system MySQL. Working with database within the frames of the proposed CAFD is conducted both at the program level (provision with the information on the needs from the calculation modules), and at the level of user interface (editing data in the tables). The latter is implemented using a separate module of the database management, which is a part of the program complex of the CAFD system (Fig. 9).

Fig. 9. The module of database management

The main module of the entire complex is made according to the MDI-interface technology that provides the ability to open several documents. The call of commands that allow the user to work with the information is through the main menu. The windows
for the work with the individual libraries are implemented in the form of the subordi-
nated forms that are created within the container – the main form. The user interface
provides access to the database online.
Each command of the submenu provides access to the screen forms, which provide
the users of navigation means in the database, view and editing of the available in-
formation.
When designing the user interface of the screen forms of the control module of the
database, standard components for Windows are used, that provides an intuitive inter-
face.

5 Conclusions

According to the results of the study the necessity of developing CAFD with optimi-
zation procedures is grounded, the use of which will shorten the term for the produc-
tion planning.
The structure of the developed CAFD includes not only conventional design stages,
which are implemented as individual modules. The key difference of the proposed
structure is the module of optimization, the implementation of which will generate the
most advantageous variants for the fixtures.
The information support of the design process is performed by the developed data-
base, the model of which covers the whole range of relevant information: of produc-
tion, general engineering, regulatory, reference, and optimization and calculation
character. According to the results of the analysis the connections of the calculation
modules are established with the tables of the database.
The further work is directed to replenish the information storage of the databases,
rank and improve data flows and logical relationships between them in the function-
ing of CAFD, the development of algorithms and methods of the automated synthesis
of the fixtures and their multicriteria optimization that would ensure effective inter-
action with the computer-aided systems of the design and production orientation.
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Abstract. The aim of this research is the development of the information technology (model, method and tools) of predicting the characteristics and evaluating the success of the software projects implementation based on the analysis of the software requirements specification (ITPCES). ITPCES structure was first time proposed. One of the non-realized components of ITPCES is the intelligent system of predicting the characteristics and evaluating the success of the software projects implementation (SPCES). This research is devoted to design of SPCES and experiments with it. SPCES gives the conclusion about probably category of success of the software project implementation by analyzing the software requirements specification (at the early stages of the life cycle). The SPCES conclusions provide to the customer the ability of the comparing the proposed software projects and provide to the customer the data for the grounded and informed choice of the most successful software project.
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1 Introduction

In recent years, the software industry has reached a level of evolution where the development of software systems is user-oriented [1]. At the present definition of software quality [2], if the goals of the project don't meet the needs of users, the software will not be qualitative and successful, even if the modern technologies and the most qualified developers were involved to its development. But until now the development of successful and high-quality software products don't become the norm - statistics [3] says that in 2012 only 39% of software projects are successful, but 43%
of software projects are challenged and 18% of software projects are failed, i.e. 61% software projects aren't successful and qualitative - Fig. 1.

In [4-6] the fact, that almost all the causes of software incidents and accidents are latent in the software requirements specification (SRS), is confirmed. The vast majority of software accidents arises from false requirements but not from coding bugs. Software versions, written by the different developers for the same requirements, contain the number of the common bugs associated with errors or inaccuracies of requirements (SRS) [5]. Paper [7] says, that the main causes of the failure of software projects are the misconceptions of project managers on real deadline and budget for providing the user functional requirements. So paper [7] again confirmed that the most of the software problems are associated with SRS. Then the quality and success of the software project implementation depend on the SRS, resulting in the need to deepen the analysis of specifications.

Then the actual task is the ability to evaluate the potential success of software project implementation based on the software project characteristics (project cost, duration, complexity, usability, cross-platform, quality), the predicted values of which can be obtained by analyzing the SRS indicators. The success of software project implementation is timely execution of software project within the allocated budget and with realization of all necessary features and functionality.

The analysis of SRS structure [8, 9] showed, that the SRS requirements provide the set of indicators, on the basis of which the customer and the developer can get the predicted quantitative values of the characteristics of software projects. For establishment of the dependence between the basic software project characteristics and SRS indicators the software requirements specifications and finished applications (realized by these SRS) were analyzed. For this analysis six types of software projects (Web-applications, mobile applications, e-learning applications, applications for statistics and accounting, automated systems, information systems) were considered. For each type of software projects 30-50 tasks of different complexity were studied. For each task 1-3 SRS (proposed by the various developers) and 1-3 finished applications (written by the analyzed specifications) were selected. For this the course projects in discipline "Technology of software systems design", the diploma papers, the projects of students scientific group «SOFTWARE» of Khmelnitsky National
University (15% of all projects; moreover only student projects, that were devoted to solving the real-world tasks and were successfully applied in different industries, was considered), the SRS and applications of the software companies of Khmelnitsky ("Avivi", "Smile", LLC «STU Electronics») were studied. Thus, we selected 200 tasks, for which 410 SRS and appropriately 410 applications were developed (for various industries, i.e. software projects of different types were selected) and we analyzed them: what SRS indicators differed in the selected specifications, what characteristics of finished applications changed depending on it, and what values had the SRS indicators in these SRS. The conducted analysis of finished SRS and applications led to the conclusion about dependence the basic software project characteristics on the SRS indicators for all types of software projects [10].

The analysis of the methods and tools for determination of the software projects characteristics [11, 12] led to the conclusion that they are focused on ready code, but not on existing SRS that is unusable at the early stages of the software project's life cycle. The research of the methods and tools of the SRS analysis [13–15] showed that they are aimed at monitoring the implementation of requirements and don't determine the predicted values of software projects characteristics. Thus, the existing methods and tools of SRS analysis and software project characteristics determination are not acceptable for the quantitative evaluation of the software project characteristics based on only requirements analysis and for evaluating the success of the software projects implementation.

The task of this research is the development of the information technology (model, method and tools) of predicting the characteristics and evaluating the success of software projects implementation based on analysis of the SRS.

2 Information Technology of Predicting the Characteristics and Evaluating the Success of Software Projects Implementation (ITPCES)

Considering the definition of information technology [16, 17], the structure of the information technology of predicting the characteristics and evaluating the success of software projects implementation is represented on Fig. 2:

| Information Technology of Predicting the Characteristics and Evaluating the Success of Software Projects Implementation (ITPCES) |
|---|---|---|---|
| **Object** – the success of software projects implementation | **Goal** – predicting the characteristics and evaluating the success of software projects implementation | **Model – component model of predicting the software projects characteristics based on the SRS analysis** | **Method – method of evaluating the success of software projects implementation based on analysis of SRS (MESSP)** | **Tools – intelligent system of predicting the characteristics and evaluating the success of software projects implementation (ITPCES)** |

**Fig. 2.** The structure of information technology of predicting the characteristics and evaluating the success of software projects implementation
Fig. 2 shows that the basis of ITPCES is the developed neuronet model of predicting the software projects characteristics based on the SRS analysis and method of evaluating the success of software projects implementation based on analysis of SRS (MESSPI) and also intelligent system of predicting the characteristics and evaluating the success of software projects implementation, which should be design.

The neuronet model of predicting the software projects characteristics based on the SRS analysis was developed for evaluation the software projects characteristics based on the processing of SRS indicators [11]. The basis of this model is the artificial neural network (ANN), which performs the approximation of SRS indicators and provides the predicted relative evaluation of the characteristics of the software, which will be developed by the analyzed specification. The input data for ANN are three sets of indicators: the set of indicators of section 1 of the SRS $R_1=\{T_v, Q_v, S_a, Q_{cs}, S_c\}$, where $T_v$ – predicted realization time, $Q_v$ – quantity of performers, $S_a$ – predicted quantity of users, $Q_{cs}$ – quantity of software components, $S_c$ – predicted size (LOC); the set of indicators of section 2 of the SRS $R_2=\{C_{os}, C_{db}, C_{c}, C_{dt}, C_{ud}, S_{ud}\}$, where $C_{os}$ – cost of used operating systems, $C_{db}$ - cost of used databases, $C_{c}$ – cost of used compilers, $C_{dt}$ – cost of development tools, $C_{ud}$ – quantity of user documentation pages, $S_{ud}$ – cost of user documentation; the set of indicators of section 1 of the SRS $R_3=\{Q_{fr}, C_{fr}, Q_{a}, C_b, Q_{mi}, C_{mi}, Q_{ai}, C_{ai}, Q_{ci}, C_{ci}, Q_{nfr}, C_{nfr}\}$, where $Q_{fr}$ – quantity of functional requirements, $C_{fr}$ – cost of functional requirements, $Q_{a}$ – quantity of algorithms, $C_b$ – average predicted cost of bug, $C_{mi}$ – cost of user interfaces, $Q_{mi}$ – quantity of intermodule interfaces, $C_{mi}$ – cost of intermodule interfaces, $Q_{ai}$ - quantity of hardware interfaces, $C_{ai}$ – cost of hardware interfaces, $Q_{ci}$ - quantity of communication interfaces, $C_{ci}$ – cost of communication interfaces, $Q_{nfr}$ – quantity of non-functional requirements, $C_{nfr}$ – cost of non-functional requirements. The result of ANN functioning is the set of the predicted relative evaluation of the software project characteristics $SCH=\{C_s, D_{sp}, C_x, C_p, U_b, Q_s\}$, where $C_s$ – software project cost, $D_{sp}$ – duration, $C_x$ – complexity, $C_p$ – cross-platform, $U_b$ – usability, $Q_s$ – quality [11]. These characteristics provide the comprehensively analysis of the possible success of software projects implementation – in terms not only quality of developed software products (quality, cross-platform, usability), but quality of software projects management (cost, duration, complexity). ANN was realized in Matlab, was trained with training sample of 6030 vectors by different training methods and was tested with testing sample of 610 vectors [10]. The analysis of charts of the ANN training and testing led to the conclusion that the ANN was trained with high accuracy and precision. In [10] the analysis of ANN training results (by different training functions with different performance functions) was also conducted. The performance function msereg and the training functions OSS, SCG, RPROP were selected on the basis of the following criteria: training performance, training time, and number of epochs.

The developed method of evaluating the success of software project implementation based on analysis of SRS (MESSPI) consists of the next stages [18]:
1. neuronet prediction of characteristics of software project based on the analysis of specification (the basis of which is the neuronet model of predicting the software projects characteristics based on the SRS analysis [10, 11]). The result of this stage is the set of the predicted relative evaluations of the software project characteristics \( \text{SCH} = \{ \text{Cs}, \text{Dsp}, \text{Cx}, \text{Ub}, \text{Cp}, \text{Qs} \} \), \( \text{Cs} \in [0..1] \), \( \text{Dsp} \in [0..1] \), \( \text{Cx} \in [0..1] \), \( \text{Ub} \in [0..1] \), \( \text{Cp} \in [0..1] \), \( \text{Qs} \in [0..1] \), where 0 – insufficient data for prediction of the characteristics (in this case MESSPI does not work), 0.08 – characteristic negative affects on the success of software project implementation (high cost, duration, complexity, low usability, cross-platform, quality), 1 – characteristic positive impacts on the success of software project implementation (low cost, duration, complexity, high usability, cross-platform, quality);

2. interpretation of the received relative values of the software project characteristics – criteria for this interpretation is the integrative indicator of software project (Fig. 4):

\[
I_{IIP}\text{Sp} = 0.5 \times 0.866 \times (\text{Cs} \times \text{Cx} + \text{Dsp} + \text{Dsp} \times \text{Ub} + \text{Ub} \times \text{Cp} + \text{Cp} \times \text{Qs} + \text{Qs} \times \text{Cs})
\]  

3. evaluation of the degree of success of the software project implementation on the basis of the integrative indicator:

\[
P_{IIP} = \frac{I_{IIP}\text{Sp}}{I_{IIP}\text{max}} = \frac{I_{IIP}\text{Sp}}{2.598} = 0.385 \times I_{IIP}\text{Sp}
\]  

4. testing of the stability and acceptability of compensations of software project characteristics: the indicator \( \text{Ace}_{\text{sp}} \) of stability and acceptability of compensatory effects of the characteristics has the value “True”, if the hexagon (Fig. 4) is convex (if the sum of the angles of hexagon is 720° and sines of angles have the same signs).

Thus, the input data for MESSPI is the set of SRS indicators, and the result of the method is the evaluation of the degree of success of the software project implementation [18], which provides to perform the reasonable choice of SRS for the further implementation of the project.

For the completion of ITPCES we need to develop the intelligent system of predicting the characteristics and evaluating the success of software projects implementation based on the developed method MESSPI [18].
3 Intelligent System of Predicting the Characteristics and Evaluating the Success of Software Projects Implementation

The input of the intelligent system of predicting the characteristics and evaluating the success of software projects implementation (SPCES) are the selected in [10] 24 SRS indicators, and the result of its work are: the relative values of the software project characteristics, the conclusion about stability and acceptability of compensatory effects of the software project characteristics, the integrative indicator of software project (graphical representation and value), the value of the degree of success of the software project implementation and the conclusion about category of success of software project implementation (the successful, the challenged or the failed project is expected).

The structure (algorithmic-focused vision with elements of architectural solutions) of the intelligent system of predicting the characteristics and evaluating the success of software projects implementation is represented on Fig. 5.

![Diagram](image-url)

**Fig. 5.** The structure (algorithmic-focused vision with elements of architectural solutions) of intelligent system of predicting the characteristics and evaluating the success of software projects implementation (SPCES)
SPCES consists of the next components:

1. **module of introduction of the SRS analysis** – is the part of the user interface; reads the user information about the quantitative values of 24 SRS indicators, which are necessary for prediction of the software project characteristics;

2. **module of the user support** – is the part of the user interface; provides to the user the information about the structure of the software requirements specification, about the SRS indicators (which are required for prediction of the software projects characteristics), about the valid (for the system) ranges of the SRS indicators values (defined in [10] based on the analysis of the above-described 410 SRS), about the process of forming the results of the system (SPCES) functioning;

3. **module of the previous processing of the input SRS indicators** – tests the acceptability of the input values of the SRS indicators under the rules of the knowledge base; forms the input vector for ANN: ANN has 5 inputs \( x' \), 6 inputs \( x'' \) and 13 inputs \( x \); on the inputs \( x' \) the indicators of the section 1 of the SRS are submitted, on the inputs \( x'' \) - the indicators of the section 2 of the SRS, on the inputs \( x \) – the indicators of the section 3 of the SRS under the rules of the knowledge base;

4. **knowledge base** – consists of the data section and rules section; in the data section accumulates the values of the SRS indicators and results of the system SPCES functioning; the rules section contains: rules for the testing of acceptability of input values of SRS indicators, rules for the forming of ANN input vectors, rules for the testing and preparation of ANN results to the display, rules for the testing of the stability and acceptability of compensatory effects of the software project characteristics, rules for the forming of the conclusion about category of success of the software project implementation;

5. **artificial neural network (ANN)** of predicting the software project characteristics – detailed described in paragraph 2 and in the papers [10, 11];

6. **module of the analysis of ANN results** – tests and prepares of ANN results to the display, calculates the value of indicator \( \text{Ace}_{sc} \) of stability and acceptability of compensatory effects of the characteristics according to the 4-th stage of the method MESSPI [18] and forms the conclusion about stability and acceptability of compensatory effects of the software project characteristics, forms the graphical representation and calculates the value of the integrative indicator \( \text{Iip}_{sc} \) of the software project according to the 2-nd stage of the method MESSPI [18], evaluates the degree \( P_{ul} \) of success of software project implementation according to the 3-rd stage of the method MESSPI [18] and forms the conclusion about category of software project implementation success (conclusions are formed using the rules from the knowledge base);

7. **module of the results display** – is the part of the user interface; provides to the user the relative values of the software projects characteristics, the conclusion about stability and acceptability of compensatory effects of the software project characteristics, the graphical representation and the value of the integrative indicator of the software project, the degree of success of software project implementation and the conclusion about category of software project implementation success (successful, challenged or failed project is expected).
The rules for the testing of acceptability of input values of SRS indicators (are substantiated by the valid (for the SPCES) ranges of the SRS indicators values, that were defined in [10] based on the analysis of the above-described 410 SRS) have the form:

1. if $T_v \in [1..24]$ (months), then flag=true, else flag=false;
2. if $Q_v \in [1..10]$ (persons), then flag=true, else flag=false;
3. if $Sa \in [1..1000]$ (persons), then flag=true, else flag=false;
4. if $Qcs \in [1..50]$ (components), then flag=true, else flag=false;
5. if $Sc \in [50..50000]$ (lines of code), then flag=true, else flag=false;
6. if $Cos \in [0..1250]$ (USD), then flag=true, else flag=false;
7. if $Cdb \in [0..1250]$ (USD), then flag=true, else flag=false;
8. if $Cc \in [0..1250]$ (USD), then flag=true, else flag=false;
9. if $Cdt \in [0..1250]$ (USD), then flag=true, else flag=false;
10. if $Cud \in [1..50]$ (pages), then flag=true, else flag=false;
11. if $Sud \in [50..2500]$ (USD), then flag=true, else flag=false;
12. if $Qfr \in [5..300]$ (requirements), then flag=true, else flag=false;
13. if $Cfr \in [50..4750]$ (USD), then flag=true, else flag=false;
14. if $Qa \in [1..500]$ (algorithms), then flag=true, else flag=false;
15. if $Cb \in [10..960]$ (USD), then flag=true, else flag=false;
16. if $Cui \in [50..3000]$ (USD), then flag=true, else flag=false;
17. if $Qmi \in [50..2450]$ (interfaces), then flag=true, else flag=false;
18. if $Cmi \in [25..2500]$ (USD), then flag=true, else flag=false;
19. if $Qai \in [5..100]$ (interfaces), then flag=true, else flag=false;
20. if $Cai \in [25..1500]$ (USD), then flag=true, else flag=false;
21. if $Qci \in [5..125]$ (interfaces), then flag=true, else flag=false;
22. if $Cci \in [25..1750]$ (USD), then flag=true, else flag=false;
23. if $Qnfr \in [1..9]$ (requirements), then flag=true, else flag=false;
24. if $Cnfr \in [50..4000]$ (USD), then flag=true, else flag=false;
25. if flag=true, then the input values of the SRS indicators are acceptable, else if flag=false the input values of the SRS indicators are not acceptable, in this case the method MESSPI and the system SPCES cannot be used for this SRS and project.

The rules for the forming of ANN input vectors (are substantiated by the quantities of the elements of the above-described sets R1-R3) have the form:

1. on the input $x'_i$ $(i=1..5)$ the value of i-th element of set R1 of the indicators of the section 1 of the SRS is submitted;
2. on the input $x'_k$ $(k=1..6)$ the value of k-th element of set R2 of the indicators of the section 2 of the SRS is submitted;
3. on the input $x_j$ $(j=1..13)$ the value of j-th element of set R3 of the indicators of the section 3 of the SRS is submitted;
4. if the user doesn’t enter the value of indicator, then corresponding input of ANN is -1.
The rules for the testing and preparation of ANN results to the display (are substantiated by the above-described approach to ANN training) have the form:

1. if $C_s = 0$ or $D_{sp} = 0$ or $C_x = 0$ or $C_p = 0$ or $U_b = 0$ or $Q_s = 0$, then insufficient data for prediction of the software project characteristics, in this case the method MESSPI and the system SPCES cannot be used for this SRS and project;
2. output $y_1$ – $C_s$ – the relative value of the software project cost, output $y_2$ – $D_{sp}$ – the relative value of the software project duration, output $y_3$ – $C_x$ – the relative value of the software project complexity, output $y_4$ – $U_b$ – the relative value of the software project usability, output $y_5$ – $C_p$ – the relative value of the software project cross-platform, output $y_6$ – $Q_s$ – the relative value of the software project quality.

The rules for the testing of the stability and acceptability of compensatory effects of the software project characteristics (are substantiated by the above-described method MESSPI) have the form:

1. if the hexagon (Fig. 4) is convex (if the sum of the angles of hexagon is 720° and sines of angles have the same signs), then the indicator $Ace_{Sp}$ of stability and acceptability of compensatory effects of the characteristics has the value “True”;
2. if the hexagon (Fig. 4) isn’t convex (if the sum of the angles of hexagon isn’t 720° or sines of angles have the different signs), then the indicator $Ace_{Sp}$ of stability and acceptability of compensatory effects of the characteristics has the value “False”;
3. if $Ace_{Sp} = True$, then the characteristics are stable, the compensations of characteristics are acceptable, the method MESSPI and the system SPCES are suitable for this software project and this SRS, else if $Ace_{Sp} = False$, then the characteristics are unstable, the compensations of characteristics are unacceptable, the method MESSPI and the system SPCES are not suitable for this software project and this SRS.

The degree of success of the software project implementation, which is defined under the 3-rd stage of method MESSPI, is uninformative to the developers and to the customers through the complexity and ambiguity of interpretation of its value in the predicting the category of the success of the software project. For the facilitation of the interpretation of the value of the degree of success of the software project implementation we define thresholds values of this degree, which provide the conclusion about the category of the project success. For establishment of these thresholds values (for creation of the rules for the forming of the conclusion about category of success of the software project implementation) we have analyzed 410 above-described SRS, for which the degrees $P_{tp}$ of success of the software project implementation were determined according to method MESSPI [18], and 410 finished applications, for which the categories of the success are known. In general, based on the proposed definition of the success of software project implementation and current reports [3], there are three categories of success of the software projects implementation: successful (are projects, that delivered on time, on budget and have required features and functions), challenged (are projects, that late, over budget,
and/or with less than the required features and functions), failed (are projects, that
cancelled prior to competition or delivered and never used). The results of this anal-
ysis are shown in Table 1.

Table 1. Predicted relative values of characteristics, calculated integrative indicators and
degree of success of four software projects implementation

<table>
<thead>
<tr>
<th></th>
<th>Web-applications</th>
<th>Mobile applications</th>
<th>E-learning</th>
<th>Applications for statistics, accounting</th>
<th>Automated systems</th>
<th>Information systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>Failed software</td>
<td>$P_{IP} \leq 0.17$</td>
<td>$P_{IP} \leq 0.19$</td>
<td>$P_{IP} \leq 0.15$</td>
<td>$P_{IP} \leq 0.16$</td>
<td>$P_{IP} \leq 0.17$</td>
<td>$P_{IP} \leq 0.18$</td>
</tr>
<tr>
<td>projects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Challenged software</td>
<td>$0.17 &lt; P_{IP} \leq 0.62$</td>
<td>$0.19 &lt; P_{IP} \leq 0.60$</td>
<td>$0.15 &lt; P_{IP} \leq 0.61$</td>
<td>$0.16 &lt; P_{IP} \leq 0.62$</td>
<td>$0.17 &lt; P_{IP} \leq 0.61$</td>
<td>$0.18 &lt; P_{IP} \leq 0.59$</td>
</tr>
<tr>
<td>projects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Successful software</td>
<td>$P_{IP} &gt; 0.62$</td>
<td>$P_{IP} &gt; 0.60$</td>
<td>$P_{IP} &gt; 0.61$</td>
<td>$P_{IP} &gt; 0.62$</td>
<td>$P_{IP} &gt; 0.61$</td>
<td>$P_{IP} &gt; 0.59$</td>
</tr>
<tr>
<td>projects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The rules for the forming of the conclusion about category of success of the
software project implementation (considering the empirical estimates from Table 1,
which in general correspond to the statistical evaluations [3] from Fig. 1) have the
form:

1. if the value of the degree of success of the software project implementation
   $P_{IP} \leq 0.19$, then software project is predictably failed;
2. if the value of the degree of success of the software project implementation
   $0.19 < P_{IP} \leq 0.62$, then software project is predictably challenged;
3. if the value of the degree of success of the software project implementation
   $P_{IP} > 0.62$, then software project is predictably successful.

4 Experiments with SPCES

The input data for the SPCES are the SRS indicators for five software projects, that
were developed by the different groups of developers for the solution of the one task –
the development of the automated system for large-format photo print – to the order
by LLC «Deymos», Khmelnitsky (Table 2).
Table 2. The values of the indicators of five SRS, that developed by the different groups of developers for the solution of the one task

<table>
<thead>
<tr>
<th>№ pr.</th>
<th>The set of indicators of section 1 of SRS</th>
<th>The set of indicators of section 2 of SRS</th>
<th>The set of indicators of section 3 of SRS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(Tv=6,) (Qv=3,) (Sa=220,) (Qcs=13,) (Sc=10900)</td>
<td>(Cos=260,) (Cdb=324,) (Cc=216,) (Cdt=270,) (Cud=11,) (Sud=690)</td>
<td>(Qfr=83,) (Qa=108,) (Cb=216,) (Cui=705,) (Qmi=680,) (Cmi=563,)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Qv=3,) (Sc=10900,) (Qcs=13,)</td>
<td>(Qi=29,) (Qi=415,) (Qi=30,) (Qi=400,) (Qi=3,) (Qi=910)</td>
</tr>
<tr>
<td>2</td>
<td>(Tv=13,) (Qv=6,) (Sa=495,) (Qcs=25,) (Sc=26090)</td>
<td>(Cos=624,) (Cdb=640,) (Cc=648,) (Cdt=639,) (Cud=25,) (Sud=1329)</td>
<td>(Qfr=160,) (Qa=258,) (Cb=505,) (Cui=1687,) (Qmi=1310,) (Cmi=1315,)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Qv=6,) (Sc=26090,) (Qcs=25,)</td>
<td>(Qi=53,) (Qi=65,) (Qi=925,) (Qi=5,) (Qi=2110)</td>
</tr>
<tr>
<td>3</td>
<td>(Tv=18,) (Qv=8,) (Sa=770,) (Qcs=37,) (Sc=36940)</td>
<td>(Cos=249,) (Cdb=300,) (Cc=219,) (Cdt=283,) (Cud=10,) (Sud=650)</td>
<td>(Qfr=149,) (Qa=247,) (Cb=499,) (Cui=1683,) (Qmi=1302,) (Cmi=1319,)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Qv=8,) (Sc=36940,) (Qcs=37,)</td>
<td>(Qi=52,) (Qi=67,) (Qi=918,) (Qi=5,) (Qi=2100)</td>
</tr>
<tr>
<td>4</td>
<td>(Tv=24,) (Qv=10,) (Sa=1000,) (Qcs=50,) (Sc=50000)</td>
<td>(Cos=0,) (Cdb – not defined,) (Cc – not defined,) (Cdt – not defined,) (Cud – not defined,) (Sud – not defined)</td>
<td>(Qfr=300,) (Qa=500,) (Cb=960,) (Cui=3000,) (Qmi=2450,) (Cmi=2500,)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Qv=10,) (Sc=50000,) (Qcs=50,)</td>
<td>(Qi=53,) (Qi=65,) (Qi=925,) (Qi=5,) (Qi=2110)</td>
</tr>
<tr>
<td>5</td>
<td>(Tv – not defined,) (Qv=1,) (Sa – not defined,) (Qcs – not defined,) (Sc – not defined)</td>
<td>(Cos=620,) (Cdb=641,) (Cc=645,) (Cdt=653,) (Cud=27,) (Sud=1326)</td>
<td>(Qfr=167,) (Qa=262,) (Cb=509,) (Cui=1691,) (Qmi=1313,) (Cmi=1310,)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Qv=1,) (Sc=50000,) (Qcs=50,)</td>
<td>(Qi=56,) (Qi=798,) (Qi=62,) (Qi=929,) (Qi=5,) (Qi=2125)</td>
</tr>
</tbody>
</table>

After the introduction of the SRS indicators values the module of the previous processing of the input SRS indicators saves this data in the data section of the knowledge base and tests the acceptability of the input values of the SRS indicators.
under the rules of the rules section of the knowledge base - if input values are not valid, then the system gives the message to the user: "The input values of SRS indicators are unacceptable, the system of predicting the characteristics and evaluating the success of software projects implementation cannot be used for such SRS". For the proposed software projects the valid values of the SRS indicators were entered, so the ANN input vector is formed for each software project. Block of the forming of ANN input vectors generates the vectors for the appropriate ANN inputs - Table 3. The ANN of predicting the software project characteristics of the project processes the input vector and gives the results (the predicted relative evaluations of the software project characteristics), that also is shown in Table 3.

Table 3. ANN input and output vectors for five software projects

<table>
<thead>
<tr>
<th>№ pr.</th>
<th>Input 1 (x₁)</th>
<th>Input 2 (x₂)</th>
<th>Input 3 (x₃)</th>
<th>Output (Y)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[6;3;22;13;10900]</td>
<td>[260;324;216;0000]</td>
<td>[83;1075;108;216;705;680;563;29;415;30;400;3;910]</td>
<td>[0.789;0.782;0.79;0.795;0.792]</td>
</tr>
<tr>
<td>2</td>
<td>[13;6;495;25;26090]</td>
<td>[624;640;648;639;25;1329]</td>
<td>[160;2510;258;505;1687;1310;1315;53;805;65;925;5;2110]</td>
<td>[0.518;0.521;0.521;0.53;0.53]</td>
</tr>
<tr>
<td>3</td>
<td>[18;8;770;37;36940]</td>
<td>[249;300;219;283;10;650]</td>
<td>[149;2530;247;499;1683;1302;1319;52;811;67;918;5;2100]</td>
<td>[0.539;0.537;0.54;0.533;0.54;0.542]</td>
</tr>
<tr>
<td>4</td>
<td>[24;10;1000;50;50000]</td>
<td>[0;1;1;1;1;1;1;1]</td>
<td>[300;4750;500;960;3000;2450;2500;53;805;65;925;5;2110]</td>
<td>[0.389;0.082;0.39;0.097;0.093;0.389]</td>
</tr>
<tr>
<td>5</td>
<td>[-1;1;1;1;1;1]</td>
<td>[624;648;648;648;25;1329]</td>
<td>[167;2498;262;509;1691;1313;1310;56;798;62;929;5;2125]</td>
<td>[0.68;0.522;0.681;0.52;0.52;0.68]</td>
</tr>
</tbody>
</table>

Block of the testing and preparation of ANN results to the display tests the ANN results – if the value of even one ANN output is 0, the system gives the message to the user: "The data for predicting the software project characteristics are insufficient, so the system of predicting the characteristics and evaluating the success of software projects implementation cannot be used for such SRS". For the proposed software projects the input data were sufficient, so the ANN results were prepared to the display according to the above rules.

Block of the testing of the stability and acceptability of compensatory effects of the software project characteristics calculates the indicator \( \text{Ace}_{s\beta} \) of stability and
acceptability of compensatory effects of the characteristics (Table 4) and forms the conclusion about stability and acceptability of compensatory effects of the software project characteristics. If $\text{Ace}_{Sp} = \text{False}$, the user gets the message: "The software projects characteristics are unstable, the compensations of characteristics are unacceptable, so the system of predicting the characteristics and evaluating the success of software projects implementation is not suitable for this project and for this SRS". If $\text{Ace}_{Sp} = \text{True}$, then the system calculates the integrative indicator of software project, the degree of success of the software project implementation and forms the conclusion about category of software project implementation success. For the proposed software projects №1, №2, №3, №5 the characteristics are stable, the compensations of characteristics are acceptable, so the obtained predicted relative values of the characteristics are processed according to the method MESSPI. For the proposed software project №4 the system gives the message to the user: "The software projects characteristics are unstable, the compensations of characteristics are unacceptable, so the system of predicting the characteristics and evaluating the success of software projects implementation is not suitable for this project and for this SRS".

Block of the forming of the integrative indicator of software project forms the graphical representation and calculates the value of integrative indicator $I_{ip}^{Sp}$ of software project (Table 4).

Block of the evaluation of the degree of success of the software project implementation estimates the value of the degree of success $P_{ip}$ of the software project implementation (Table 4).

Block of the forming of the conclusion about category of software project implementation success uses the rules of the knowledge base and forms the conclusion about category of software project implementation success (Table 4).

**Table 4.** The values of the indicator $\text{Ace}_{Sp}$ of stability and acceptability of compensatory effects of the characteristics, integrative indicator $I_{ip}^{Sp}$, the degree of success $P_{ip}$ of the software project implementation and the conclusion about category of software project implementation success for five above software projects

<table>
<thead>
<tr>
<th>№ pr.</th>
<th>$\text{Ace}_{Sp}$</th>
<th>$I_{ip}^{Sp}$</th>
<th>$P_{ip}$</th>
<th>Conclusion about category of software project implementation success</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>True</td>
<td>1.621</td>
<td>0.624</td>
<td>Successful project</td>
</tr>
<tr>
<td>2</td>
<td>True</td>
<td>0.711</td>
<td>0.274</td>
<td>Challenged project</td>
</tr>
<tr>
<td>3</td>
<td>True</td>
<td>0.754</td>
<td>0.290</td>
<td>Challenged project</td>
</tr>
<tr>
<td>4</td>
<td>False</td>
<td>-</td>
<td>-</td>
<td>The software projects characteristics are unstable, the compensations of characteristics are unacceptable, so this system is not suitable for this project and for this SRS</td>
</tr>
<tr>
<td>5</td>
<td>True</td>
<td>0.942</td>
<td>0.363</td>
<td>Challenged project</td>
</tr>
</tbody>
</table>
Let's analyze the results: the category of software project implementation success was defined for the projects №1, №2, №3, №5, for which the predicted values of characteristics are stable, their compensations are acceptable. The software project №1 has the best characteristics, it predictably belongs to the category of successful projects. The software projects №2, №3, №5 have the worst characteristics and predictable are classified as challenged projects. For the project №4 the system SPCES cannot determine the category of implementation success because the predicted characteristics are unstable and their compensations are unacceptable. So the conclusion of the intelligent system of predicting the characteristics and evaluating the success of software projects implementation recommends to LLC "Deymos" to order the implementation of software project №1 (to the development of the automated system for large-format photo print) that will be successful with the greatest probability.

Nowadays the developer and customer select the software project based on only own intuition and the cost and duration that predicted in the SRS. But SRS developers cannot always correctly predict the oriented cost and duration of software project during development of the SRS. Predicted (in the SRS) values of cost and duration for the four examined alternative software projects (for which SPCES determines the category of implementation success) are represented in Table 5.

Table 5. Predicted (in the SRS) values of cost and duration for the four software projects

<table>
<thead>
<tr>
<th>Characteristics of software project</th>
<th>Values for Project №1</th>
<th>Values for Project №2</th>
<th>Values for Project №3</th>
<th>Values for Project №5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted cost, specified in the SRS</td>
<td>11875 USD</td>
<td>11125 USD</td>
<td>10625 USD</td>
<td>10812 USD</td>
</tr>
<tr>
<td>Predicted duration, specified in the SRS</td>
<td>6 months</td>
<td>13 months</td>
<td>18 months</td>
<td>Not defined</td>
</tr>
</tbody>
</table>

The values of the characteristics of software projects from Table 5 show, that all four software projects have the different duration but the same cost that predicted in the SRS. But the results of Table 3 show, that projects have significantly different relative values of all characteristics, including the cost, which were calculated taking into account all significant SRS indicators. Thus, the relative cost ranges from 0.518 (for Project №2) to 0.789 (for Project №1). So, if we evaluate the cost, taking into account all significant SRS indicators, then it values are not the same for the four examined projects. As for the value of project duration, this value isn't defined for project №5, for example, then software project in this case will be evaluated solely on the basis of its cost value. Therefore, the customer and developer can make the wrong conclusion about choice of project on the basis of solely cost and time that predicted in the SRS. In addition, such conclusion is difficult in the real conditions. For example, according to Table 5, the lowest cost has the software project №3, and the lowest duration has the software project №1 (but the value is unknown for the software project №5), i.e. the customer and the developer must make the choice of software project in this case on the basis of one criterion - or by cost, or by the duration.
In addition, the success of software projects implementation depends not only on the cost and duration, but also on the functionalities of developed software, i.e. on the rest of the main characteristics of the software project - complexity, usability, cross-platform and quality, which aren't defined in the SRS explicitly in the quantitative form. In addition, Table 4 shows that the examined software projects have the different category of software project implementation success. Therefore, the values of main characteristics, provided by ANN and the conclusions of SPCES about the category of software project implementation success will help to make the right choice and to implement the software project which will be successful with the greatest probability (among from four examined software projects is Project №1). But if the developer and the customer made the choice of the software project on the basis of the only duration, they probably would choose the project №3, which really has a low degree of success of the implementation and with the high probability will be challenged software project (wrong choice).

5 Conclusions

In the article the structure of information technology of predicting the characteristics and evaluating the success of software projects implementation (ITPCS) is first time proposed. The basic components of ITPCES are the previously developed by the author the neuronet model of predicting the software projects characteristics and the method of evaluating the success of software projects implementation based on analysis of SRS and also (yet not developed) the intelligent system of predicting the characteristics and evaluating the success of software projects implementation, to the designing of which this research is dedicated.

The structure of the intelligent system of predicting the characteristics and evaluating the success of software projects implementation (SPCES) are proposed. SPCES consists of the next components: module of introduction of the SRS analysis; module of the user support; module of the previous processing of the input SRS indicators; knowledge base; artificial neural network (ANN); module of the analysis of ANN results; module of the results display. This system gives the conclusion about the probably category of success of the software project implementation based on analysis of the SRS (at the early stages of the life cycle).

The practical significance of the proposed information technology ITPCES is this fact, that system's conclusions about the category of the success of software project implementation provide to the customers the comparison of the proposed software projects and the data for the reasoned and informed choice of the most successful software project (not just on the basis of the project cost and duration, as is currently).

The authors' following perspective for future researches are: 1) development of DEF0-block diagram and UML component/deployment diagrams for the SPCES; 2) realization of the intelligent system of predicting the characteristics and evaluating the success of software projects implementation for prediction of characteristics and evaluation of success of software project implementation based on analysis of the
SRS; 3) realization of the information technology of predicting the characteristics and evaluating the success of software projects implementation.
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1 Introduction

Scientific information is a special kind of information that affects the development of any and all sectors of modern society. Analysis of scientific information can be divided into polysyllabic such as information on the research teams, scientific collections, scientist, scientific works and more. Elementary but the objective component, in our opinion, is the scientific activities of the scientist. Today there are many information systems that attempt to create methods and technologies of processing and saving information on the activities of scientists.

The most outstanding services with rapidly growing impact are Google Scholar, Scopus, Orcid, Academia.edu, Research Gate, Mendeley, arXiv.org, cs2n, Epemnicus, Myexperiment, Network.nature, Science community.

These services contribute to satisfying the needs of the scientific community. In fact, this positively influences scientific and technical progress and creates a new paradigm of scientific research. A big number of the recently created scientometric services allow assessing the relevance of the research results by a scientist. Having these measurements at hand opens up new opportunities and prospects. In this article we consider the existing information systems for the processing of scientific activities.
(section 2), describe your own vision and capabilities to design and develop our system (section 3), as well as the basic methods and technologies (section 4) used for its implementation.

2 Related works

After analyzing the information systems that run on the activities of scientists, scientific groups, publishers, etc., we offer to look for the most interesting projects.

**Bibliometrics of Ukrainian Science.** The pilot project of information-analytical system "Bibliometrics of Ukrainian Science", is implemented by the Department of bibliometric and scientometrics of information and analytical support of Vernadsky National Library [1].

The system "Bibliometrics of Ukrainian Science" is representation of information of Ukraine scientists’ profiles who provided information about their publication in the Internet; national component of the project Ranking of Scientists (Cybermetrics Lab).

Information resources of systems are formed by processing: created by scientists on the platform of Google Scholar bibliometric profiles containing information of their publication activity results, bibliometric indicators of Scopus, Web of Science, Ranking Web of Research Centers. Updating of information on value of Hirsch index in bibliometric profiles of scientists is executing on monthly, the value of other indicators is updated quarterly (Hirsch index of scholar is h, if he has h publications, each of which is cited at least h times) [1].

**Scopus.** Scopus is a single the world’s largest abstract database, which indexes more than 17 000 items of scientific, technical and medical journals about 4,000 international publishers [2].

Scopus system is designed to maintain efficient workflow of researchers, helping them to: find new articles from the area of their specialization; find information about the author; analyze the publication activity in the subject area; track citation; view the h-index; identify the most cited articles and authors; assess the relevance of the study.

Scopus enables researchers to combine their articles under a single profile [2].

**Google Scholar.** Google Scholar is freely accessible search system, which indexed the full text of the scientific publications all formats and disciplines.

Google Scholar executes not only informational, but scientometric function. From the list of results on a hyperlink Search Cited by we can obtain the information how many and what documents are linked on the publication in database Google Scholar. The number in Cited by reflects the degree of authoritativeness and publicity of publication [3].

**Web of Science.** Web of Science – International established database of Scientific Citation, it is presented by company Thomson Reuters. Web of Science gives possibility to search among 12 000 magazines and 148 000 materials of conferences in the field of natural, social, human sciences and arts, which allows to obtain the most relevant information for your questions. In addition to search, Web of Science establishes a reference link between the specific research using the cited materials and thematic
links between articles established reputable researchers working in this field. It is the most extensive database of abstracts. It is available by subscription [4].

**Russian Science Citation Index (RSCI).** RSCI is a national information-analytical system, accumulating more than 2 million publications of Russian authors, as well as information about the citation of these publications from more than 3,000 Russian magazines. It is designed not only for the operational support of research to date reference and bibliographic information, but is also a powerful tool to carry out evaluation of the impact and effectiveness of research organizations, scientists, the level of scientific journals, etc. [4].

Earlier research team of Kherson State University (KSU), which included the authors of the article, took part in a number of international and national projects whose aim was the development and implementation of scientific and management processes of analytical information systems and services [10].

In addition, this article is a continuation of the previous work of the authors [5] which addressed the issue of openness of scientific activities of Ukrainian scientists, as well as the construction of an open scientific training system, one of the main elements of which are the scientometric information processing system.

The authors also conducted a study of the technical component of the implementation of feedback services in the KSU [6], as well as the formation of the ICT infrastructure at higher education institution [7, 8].

3 **Vision of the system. Criteria**

Analysis of information systems described in Section 2 (Table 1) confirms once again the need to implement a system that would allow build the consolidated ratings of scientists, scientific groups and organizations in the automatic mode.

Why consolidated? A significant part of scientometric databases and systems, which are presented in the scientific world are closed, and accordingly assess only the academic publications that are indexed by them, while the rest of the scientific work in this assessment are not included. For example, Scopus indexes, indicators of the other part of scientometric databases are not always accounted for as tangible.

In addition, for the analysis of the scientific activities of scientists’ group, or a specific organization, it should be carried out manually. The only option of its partial automation is now rating the organization’s profile in Google Scholar (which makes the system "Bibliometrics of Ukrainian Science"). But what should do if this profile is not created? Or if not all scientists working in the organization or are part of the research team, and their articles are incorporated in the profile?

Thus, the main task of building our system is the realization of the possibility of automatic processing of scientometric and bibliometric indicators of scientific groups and organizations on the basis of analysis of scientific profiles of known scientometric databases and systems, including automatic search and its analysis.
### Table 1. Compare features considered information systems

<table>
<thead>
<tr>
<th>Information Systems / criteria</th>
<th>Scopus</th>
<th>Google Scholar</th>
<th>RSCI</th>
<th>&quot;Bibliometrics of Ukrainian Science&quot;</th>
<th>Our System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scientist profile</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Scientific institution Profile</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Profile of structural units of scientific institutions</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Construction ratings</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Scientometric and bibliometric indicators</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Personal notifications and reports</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>The openness of the system</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Possibility of automatic comparison of the scientific work of several scientists, organizations, groups, etc.</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
</tbody>
</table>

#### 3.1 Concept of solutions

Goals and objectives.

**Estimated system should have the following features:** parsing pages of scientists in scientometric systems and databases; processing and display scientometric indicators of the author, the scientific team, the organization; formation of a library of publications of scientists and the ability to sort by the specified criteria: the author's name; the name of the organization of the university; the department, etc.; statistical processing of the obtained information; the ability to compare the quality performance of universities, research groups, etc.; the possibility of multi-threaded data processing; presence feedback.

**Allocation objects of system:** parser; scientometric system and the database works with resource; data store; Web-site of resource; reporting.

Parser and data warehouse include the following attributes: author's name; link to profile scientometric databases; number of publications; scientometric indicators (Hirsch index, citation index, I-code, etc.); publications; links to the publications; publication description.

**Web-site of resource. Select the following attributes:** rating of universities in Ukraine; rating of Ukrainian scientists; rating of university scientists; rating of the university departments; rating of the university faculties; profiles of the scientists of the university.

**Reporting includes the following attributes:** scientometric indicators; graphics.

The interaction of key system components shown in Fig.1.
Thus, the user can view general information of scientific activity of scientist, scientific group, certain university or scientific organization, as well as the consolidated rating. Scientist, registered in the system is able to receive notifications about changes in their scientometric indicators. The system administrator can generate a general statistical report of their organization.

**Assumptions and Constraints**

In the current version of the system it is implemented the ability to handle scientist indicators on Scopus data and Google Scholar. The algorithm of automatically search for links to profiles of Ukrainian scientists is developed, the algorithm of automatic distribution profiles of scientists on the name of the organization in which they work is implemented, the automatic generating of department ratings, faculties and research teams is implemented, the ability to send messages to e-mail scientists about changes of academic indexes.

Scientometric indices on which ratings are based in the system are:

1. h-index (Scopus&Goggle Scholar). The h-index is based on the highest number of papers included that have had at least the same number of citations;
2. citations (Scopus& Goggle Scholar). Numbers of total citations of documents that are indexed by the system;
3. i10-index (Goggle Scholar). Numbers of total citations by documents that have ten or more citations;

At present, about 3,000 profiles of scientists in Scopus has been processed by the system, of which 680 have been identified as the profiles of Ukrainian scientists. Automatic processing of the found profiles allowed constructing the rating of Ukrainian scientists on their indices in Scopus. By sorting the results of belonging the scientists to the university (e.g. KSU), it was implemented the ability automatically generate ratings of chairs, faculties and scientific researches of the university groups (Fig. 2).
The highest number of publications (on 10.02.16) has such scholars as - Oleg Shishkin (581), Leonid Levchuk (463) and Vladimir Gun'ko (322).

The analysis of the scientific activity of KSU scientists shows the greatest number of publications has the teachers of Chair of Informatics, Software Engineering and Economic Cybernetics (98). And the most h-index has the teachers of the Chair of Botany (5).

The construction of similar ratings according Goggle Scholar, it is currently possible only in the presence of links on it’s, as distinct from Scopus, the author himself should register in the system. There is more complicated the ability to search scientists. Thus, we have been processed the records, links have been provided by the University scientists. Now for viewing and analyzing there is available indicators of scientists of Faculties of Physics, Mathematics and Informatics of KSU, Faculty of Pre-School and Elementary Education of KSU, general Chair of Philosophy and Social and Humanities Sciences.

The next stage of development and improvement of the system will:

- automatic integration and analysis of information on scientometric indicators scientist in the case of duplication of its profile in these scientometric database;
- improving the algorithm of processing information on scientometric indicators of organizations, scientific collectives in case of misspelling or change their names;
- improving the algorithm of finding links on the profiles of scientists according their belonging to the country;
- the ability to automatically compare the indexes of scientific activities of scientists, research groups, organizations and the structural divisions.

Analysis of the use

There are two user groups allocated in the system: the administrator of the system on the part of the establishment; user.

The category of “user” is the staff of institutions, scientists, as well as the rest of Internet users, who can view the information provided on the Web-site of the system.

As example, Consider the algorithm of the system work with Scopus in details:

The parser takes a reference to the scientific profile from the database system and loads the appropriate page of Scopus. After that, two parallel streams are run – processing of scientometric indicators of scientist and processing of information about
his articles. Once when processing of the whole page is over, there is an inquiry about the presence records under consideration "name" in the database system. If the name is, it updates the information about scientometric indicators and publications of the scientist. Otherwise - in the database record is created about the author by assigning a unique identifier to him, and information about his articles and scientometric indexes is entered into the appropriate tables. After the upgrading all the database system the administrator and scientists registered in the database get e-mail with information about changes of their indexes.

4 Tools and Technologies

Developing of solutions requires the use of certain products and technologies:

- JSON. It is used in the system for the exchange of data for third-party systems. Thus, our system can be a source of data for other resources. It implements the data exchange via json requests.
- asp.net and framework Entity. It is used to implement Web- Site of System.
- Library of html align pack. This library is used for processing of Scopus pages. It uses PATCH requests and then adds the results to the database. In the previous version of the system the regular expressions were used. The use of html align pack is greatly affected on her productivity.

One of the most important algorithms used in the system is Levenstein algorithm [9]. This algorithm is used for solving the problem of determining belonging the scientist to a particular organization, which arises at changing of the organization's name, its spelling errors in the article, the change of scientists their place of work, etc. Let's consider the algorithm in detail:

Algorithms of fuzzy search are also known as similarity search or fuzzy string search are the basis of the spelling checker systems and full of search engines like Google or Yandex. This algorithm is an extremely useful feature of any search engine. However, its effective implementation is much more complex than implementing of a simple search by exact match. The most commonly used metric is the Levenshtein distance or edit distance, its algorithms calculation can be found at every turn.

Thus, we compare the author's field of membership of the organization specified in Scopus with many possible names of organizations in the system database. This takes into account the possibility of errors.

Conclusions

The work is developed by processing system of scientometric indicators of scientist on the basis of its profile in Scopus and Google Scholar systems. The main difference between the systems developed by us from others is the ability to automatically build research teams rankings, organizations and entities to which the scientist applies. In
addition, the algorithm of automatically search and group profiles of scientists for their attitude to this or that state, organization, is already have developed.

The personal profile of each scientist collected information about his scientometric and bibliometric indicators is a list of his publications, displays statistics of scientific work - change the number of publications, citations, h-index, etc. Graphical display of the dynamics of scientific work was implemented for the research teams, organizations and their subdivisions.

Today the system is used to calculate indicators of scientific activity of Kherson State University and its structural units - departments, faculties, Specialized Academic Council, etc.

The next stage in the development of the system, we see in the realization of its interaction with other scientometrics systems and databases. Also, one of the most important and necessary features, we consider the need for implementation of the comparison options of several organizations, research groups and scientists.

The implementation of the algorithm of automatic search of references to the scientific profile of the membership of a particular country and the organization, and improve the efficiency of the algorithm allows us to speak about the possibility of sampling and processing of large amounts of information. Thus, in the next version of the system it is supposed to build a data warehouse on the principles of Big Data and Map Reduce. That, in turn, will generate ratings of the scientific activities of scientists, scientific groups and organizations with minimal resources and time-consuming.
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1 Introduction

Fortran language exists since the 1950s and during this time positioned itself as one of the best tools for scientific research. Language has huge support from the software industry, new libraries and compilers are released that allow using modern technologies and standards. Examples are: compiler from Portland Group [1] for Fortran supporting GPGPU and CUDA; High Performance Fortran Forum [2] creates compilers and standards for high performance Fortran; OpenMP and MPI for parallel and distributed computation allow to use Fortran for modern cluster computing; Intel popularizes Fortran [3] in order to support proprietary Intel compilers and programs; Coarray Fortran language fork became a standard in Fortran 2003 and allows to support computation on distributed arrays [4]; there are many Fortran libraries [5] for numerical analysis. Besides, conservative policy for backward compatibility makes code written on old standards compatible with the new compilers. All this makes Fortran an attractive platform for scientific research. However, Fortran suffers from outdated standards that make it hard to write an efficient code for computations with distributed memory. Another problem is a great amount of legacy code which was written without taking into account distributed architectures.

Cloud computing became popular because of the need to reduce the cost of computations. The difference between cloud computing and other parallel approaches is usage of scalability (ability to support more resources) vs. performance (running fast
Scalable systems can contain components which individually perform poorly. Cloud computing is focused on reducing the cost and time/performance balance using cheap components, and therefore allows using more resources.

This paper describes work in progress aimed at parallelizing Fortran scientific applications for the cloud platform. We propose a methodology for semi-automatic parallelization of legacy applications. The paper also describes an architecture for running distributed applications on the cloud.

Related parallelization approaches for porting legacy applications to cloud platform have been described, such as Pydron [6] and Bio-Cirrus [7]. The contribution of this paper is 1) using rewriting rules technique to automate transformation steps and 2) using service choreography instead of orchestration to reduce overhead.

2 Description of the Studied Application and Problem Statement

In this paper, we discuss our approach of transforming legacy scientific applications based on an example Fortran application from the quantum chemistry field. Some properties we discuss are specific to this application, such as time distribution of subroutines (Section 2) or the structure of control flow graph (Section 3). However, our approach can be applied in the more general case.

The example application calculates the geometry of electron orbitals [8]. The application was initially optimized for single-core performance, without any parallelism. The sequential processing time has quadratic increase depending on the input size.

The first step of our approach requires identifying the most promising subroutines for parallelization. The example program consists of data input, computation subroutines, logging intermediate results into the file and data output. Profiling the application before optimization shows the time distribution for the main computational steps:

- Data input from files and initialization – approximately 1% of time;
- Subroutine hcore calculates integrals for every atom – 60% of time;
- Subroutine iterc – optimization of the geometry of molecule, 30% of the time.

Therefore, the main focus of parallelization would be spent in subroutines hcore and iterc. Time performance of algorithms in both subroutines has a linear dependency on the input size. Each of two subroutines is applied independently for every atom in the input, which allows parallelization. However, iterc depends on the results of hcore, because the calculation of the Fock operator requires integrals computed in hcore.

The generic question of Fortran parallelization for distributed architecture is widely studied [16], [17]. As a part of this paper, Asynchronous Network technique with the usage of web-service choreography is applied to the parallel algorithms. This provides a robust framework for the development of applications which can be distributed across cloud infrastructure without additional efforts, while usage of MPI for the highly scalable applications requires manual control over data placement and interprocess communication.
3 Equivalent Code Transformation for Scalable Parallelization

On the next step, we try to find and parallelize independent loops that allow unlimited scalability. Structurally, the application can be modeled with the following graph:

$$I \rightarrow A ([a_{1..n}]) \rightarrow B ([b_{1..n}]) \rightarrow O$$ (1)

Graph vertices $I, A, B, O$ stand for the sequential steps of computation: $I$ – data input and allocation of the memory, $A$ – calculation of the integrals for every atom (hcore), $B$ – calculation of the Fock operator for every atom (iterc), $O$ – final steps and data output. Graph edges correspond to the control flow between parts of the program. $a_{1..n}$ and $b_{1..n}$ stand for input data of subroutines. The goal of this step is to transform program to the parallel form:

$$I \rightarrow A_{1..n} ([a_{1..n}]) \rightarrow B_{1..n} ([b_{1..n}]) \rightarrow O$$ (2)

We transform sequential loop $A$, into $n$ parallel processes $A_{1..n} ([a_{1..n}])$. Each process $A_i$ will perform calculations on a single segment of data $a_i$. The same transformation will be applied to $B$ as well. After manual analysis of the data dependencies, it was identified that there are no dependencies between iterations of the loop in code fragment $A$, and processes $A_{1..n}$ can be invoked in parallel, same applicable to the processes $B_{1..n}$. However, $B$ had a dependency on the results of $A$ and in order to address this dependency barrier synchronization will be used between parallel processes $A_i$ and $B_i$.

After selection of the model for parallel computation, we should ensure that code fragments invoked in parallel do not have any side effects. This is done by replacing subroutines with pure functions (introduced in Fortran 95 standard). The following changes in code are needed:

1. Create FUNCTION instead of SUBROUTINE
2. Remove IMPLICIT statements – all local variables of the function should be explicitly declared.
3. Remove COMMON BLOCKs (global variables) – all corresponding global variables should be passed as an inputs/outputs of the function, and reads/writes to global variables performed by the calling code.
4. Remove read and write operations – all such operations should be invoked before and after the call to the pure function.

4 Automatic Code Transformation Using TermWare

TermWare [9] is a tool for automatic code transformation which can be applied to the task of transformation to pure functions. TermWare allows describing transformations in a declarative way which simplifies its development and makes them reusable. In the earlier work [10] TermWare was used to build high-level algebraic models of Fortran code and perform transformations on them. This paper uses a similar approach but focuses on the transition of the subroutines to the pure functions.

As an example of transformation we use a set of rules to transform IMPLICIT statements to explicit declarations of variables:
1. \_MarkPure(Subroutine($name,$params,$return,$body))
   -> Function($name,$params,$return,\_MkImp($body))

2. \_MkImp([$x:$y]) -> [\_MkImp($x):\_MkImp($y)]

3. \_MkImp(NIL) -> NIL

4. \_MkImp(Declare($var,$type,$val)) -> Declare($var,$type,$val) [check($var,$type)]

5. \_MkImp(Assign($var,$expr)) : $y [isUnchecked($var)] -> [Declare_MARK($var,$type) : Assign($var,$expr) : $y] [inferType($var,$type)]

6. [$x:Declare_MARK($var,$type) : $y] -> [Declare_MARK($var,$type) : [$x:$y]]

7. Function ($name,$params,$return,
   [Declare_MARK($var,$type):$y]) -> Function ($name,$params,$return,[Declare($var,$type):$y])

Rule 1 triggers transformation, marking the body of the function with the marker \_MkImp. Rules 2 and 3 walk through the body of the function and expand the \_MkImp marker to all operations. Rule 4 memorizes the variables which have explicit declaration using the method check($var,$type) from the facts DB. Rule 5 finds variables without explicit declaration using method isUnchecked($var). For these variables it determines the type with the method inferType($var,$type) and adds declaration marked with Declare_MARK($var,$type). To determine the variable type, the method checks the variable name against IMPLICIT statements in Fortran code, as well as default convention that declares variables starting with 'i'-'n' as INTEGER and all others as REAL. Rule 6 moves this declaration to the beginning of the function, and rule 7 removes the mark. As a result, term Declare($var,$type) is generated, which later is transformed to the declaration of the variable in the code.

As an example of rules application, consider a simple procedure of square matrix multiplication (Table 1).

<table>
<thead>
<tr>
<th>Initial code</th>
<th>Transformed code</th>
</tr>
</thead>
<tbody>
<tr>
<td>SUBROUTINE MATR_MULT(N,A,B,C)</td>
<td>FUNCTION MATR_MULT(N,A,B)</td>
</tr>
<tr>
<td>INTEGER,INTENT(IN) :: N</td>
<td>INTEGER,INTENT(IN) :: N</td>
</tr>
<tr>
<td>REAL*8,INTENT(IN) :: A(N,N),B(N,N)</td>
<td>REAL*8,INTENT(IN) :: A(N,N),B(N,N)</td>
</tr>
<tr>
<td>REAL*8,INTENT(OUT) :: C(N,N)</td>
<td>REAL*8 :: MATR_MULT(N,N)</td>
</tr>
<tr>
<td>I=1,N</td>
<td>I=1,N</td>
</tr>
<tr>
<td>DO J=1,N</td>
<td>DO J=1,N</td>
</tr>
<tr>
<td>S = 0.0D+00</td>
<td>S = 0.0D+00</td>
</tr>
<tr>
<td>DO K=1,N</td>
<td>DO K=1,N</td>
</tr>
<tr>
<td>S=S+A(I,K)*B(K,J)</td>
<td>S=S+A(I,K)*B(K,J)</td>
</tr>
<tr>
<td>END DO</td>
<td>END DO</td>
</tr>
<tr>
<td>C(I,J)=S</td>
<td>MATR_MULT(I,J)=S</td>
</tr>
<tr>
<td>END DO</td>
<td>END DO</td>
</tr>
</tbody>
</table>
In the initial code, some variables are used without declaration. After transformation, all the variables are declared. Also, note that the syntax for SUBROUTINE is different from the FUNCTION. But such changes should not be described as additional rules. A simple substitution of the term “Subroutine” with the term “Function” is sufficient. During the code generation phase, all necessary changes are added automatically, which is one of the advantages of the TermWare and high-level algebraic models [10].

5 Transition to Distributed Application Executed on Cloud

Previously discussed transformation steps are not specific to any given parallel platform. Starting from this section, we discuss additional steps needed for the cloud platform. In order to transform application to distributed architecture, its source code has to be transformed to support network calls. Functions $A_i$ and $B_i$ are converted into web-services – separate programs with HTTP interface which can be invoked remotely. The body of the program is transformed into transaction script which invokes remote web-services and aggregates results. In order to use HTTP calls from the Fortran, libcurl library is used with the C interface [11]. Transformations of the functions to the separate web-services is done with the Java wrapper. Data for invocation of the remote services is composed in the transaction script. The script collects all input data of the program and sends messages to the remote services.

Cloud platform operation system, such as CloudStack, provides APIs to do scaling – provisioning of the nodes with the predefined configuration on demand. This capability is used by transaction script: after reading the input data and extracting the number of atoms, it makes a call to API of the cloud operating system and requires a startup of the necessary amount of nodes of needed type. In the simplest case, processing of $N$ atoms will require $2N$ nodes, one for each $A_i$ and $B_i$. However, the number of nodes, time they are actively working and the size of the used memory affects the cost of computation. For optimization of the cost the optimal parameters of configuration should be chosen, so that cost is minimized. In [12] a method of performance optimization of the service-oriented program was proposed based on load estimation. A similar approach can be used for minimization of the cost.

Approach when transaction script calls remote web-services in a service-oriented architecture is called Orchestration. Usage of Orchestration has disadvantages. Paper [13] shows that usage of separate transaction script increases the amount of calls between processes in most patterns of message passing in distributed systems, which increases overhead on data processing.

6 Transition to Choreography

Our goal is to reduce message passing overhead and eliminate a single point of failure represented by transaction script, by using choreography. From the perspective of distributed systems modeling, Choreography could be represented as an asynchronous
The asynchronous network consists of the set of processes that communicate with each other. Communication can include: direct message exchange between nodes; broadcast when a node sends a message to each node including itself; multicast when message is sent to the subset of nodes. During the transition to choreography, transaction script is eliminated and its responsibilities are distributed between services. Unlike Orchestration or MPI where transaction script is waiting for the results of web-services execution, services in Choreography don’t know about each other and send results of execution to the communication channel. During the execution, the service takes into account the state of the process and type of inbound message in order to determine its position relatively to other services. Having understood its position and taking into account communication protocol, service decides on what type of message should be sent back to the channel when the result is ready. The protocol has the following format: “If current process role is \( A_i \) and message \( M_1 \) is received as input, procedure \( F \) should be invoked and message \( M_2 \) should be passed to the processes \( A_2..n \)”. This format is identical to the description of finite state machine.

Communication Protocol can replace the part of transaction script responsible for service invocation and results processing. Part of responsibilities related to data input is transferred to web-service itself. Code fragment \( I \) performing initial data processing is implemented by the new service \( I_1 \) which plays the role of starting point in the machine description. Invocation of tail fragment \( O \) which outputs the result should be implemented by a separate service \( O_1 \), which will be executed after synchronizing all the processes \( B_1..n, I_1, O_1 \). The processes \( B_1..n, O_1, I_1 \) ignore this message because \( B_i \) and \( O_1 \) processes do not have enough information yet to start, and process \( I_1 \) already finished its part of the work. It means that only processes \( A_1..n \) start execution.

An important aspect of choreography is the implementation of barrier synchronization. In [15] global and local synchronizers are described that can be used for synchronization of the processes of the asynchronous network. If global synchronizer is used, then the separate process should be responsible for controlling the conditions of the barrier. The local synchronizer is controlling just its neighbors. In this case message “process reached barrier” is gradually distributed through the network which allows reducing the amount of interactions between services.

In order to achieve better resource utilization using Choreography, following considerations should be taken into account. If certain web-service, such as \( I_1 \), is expected to consume fewer resources than others, it should run on the smaller node (with less RAM and CPUs). If some web-services are never expected to run simultaneously, such as \( A_i \) and \( B_i \), they should re-use the same node. Ideally, it should be the same service with a same controlling mechanism which can play different roles in the protocol. This will guarantee that minimal amount of nodes are started at any point of
process execution. Choreography allows reducing the number of messages passed between transaction script and web-services. It also allows better resource utilization having non-blocking requests between web-services. Besides, it provides integration framework with the generic rule sets defined which reduce the amount of code needed to be written to convert the application into distributed system.

7 Testing of the Approach

In order to verify the proposed approach, we used a simplified task with the same model of the data dependency – Gaussian elimination. Testing was performed on the Amazon cloud platform and compares two different configurations of the system. Both configurations have the same amount of processors – 8, and the same amount of RAM – 32Gb. The first configuration consists from one server AWS m4.2xlarge (26 ECUs, 8 vCPUs, 2.4 GHz, Intel Xeon E5-2676v3, 32 GiB memory, EBS only) and it is used to run the sequential program. Second configuration consists of four servers AWS m4.large (6.5 ECUs, 2 vCPUs, 2.4 GHz, Intel Xeon E5-2676v3, 8 GiB memory, EBS only) and it is used to run the service-oriented application (with choreography). We have measured the time spent on the processing of the square matrices of different sizes. Comparison of execution time is in Fig. 1. For smaller matrix size, the sequential program runs faster because of overhead in a parallel program. However, for larger matrices the execution time of sequential program grows faster, and it becomes less efficient.

Fig. 1. Comparison of the execution time of sequential and service-oriented versions

8 Conclusion

The paper describes the work in progress of scaling legacy Fortran code using cloud platforms. Proposed architecture uses choreography of web-services which allows
unlimited scalability and reduces overhead on message passing. Scaling exercise is performed on application from quantum chemistry field for calculation of atoms orbitals. One of the main results of the paper is a methodology for adjustment of the legacy source code to the cloud infrastructure, including transition steps to distributed scalable architecture. Our future research directions include automating additional transformation steps using TermWare framework, applying our approach to different applications, as well as testing different cloud configurations to find the most efficient ways of parallelizing legacy applications.
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1 Introduction

Software correctness problem (or programs’ properties check & proof) is important and challenging in many industries and for different reasons [1]. The problem of software correctness has transformed over the time but still remains the actual one. The huge variety of program system’s properties needs to be proven (or checked and warranted somehow) in order to use this software safely. First of all, it concerns safety-critical systems, but also these questions are important for many other software systems:

– do software program behaves as expected? (software validation)
– do software give us the results we need when it completes the work? (safety properties verification)
– is software system processing the request in a timely manner? (program liveness verification)
There are three main approaches to solve these problems [2]:

- testing,
- model checking and
- theorem proving.

While testing techniques itself can’t cover all the use cases, even behavioral, they can’t warrant the total safety of the system. Moreover, Dijkstra in [3] insists on the main testing limitation – it can show an error, but it can’t demonstrate the absence of errors. The two other approaches mentioned above tries to do that. But, the model checking has well-known state explosion problem [4] while pure theorem proving is rather hard technique, even for professionals. One of the advanced approaches address the problem is symbolic model checking which incorporates the pros of both latter. Detailed comparative analysis can be found in many sources, for example in [2].

Software correctness problem is actual in many cases and for different industries:

- when we deal with safety-critical (or life-critical) systems whose failure or malfunction may result in death or serious injury to the people OR loss or damage to the equipment or property OR environmental harm (aircraft, space, nuclear industries etc.),
- concerning any system especially important or mission-critical ones (financial, banking, real-time systems etc.) – to prove its correct behavior (or its correct results of work) and other formal properties,
- to check the properties of existing (already developed) systems in new circumstances – to be sure if previously known properties keep true for the system being migrated to another environment with changed characteristics (for example, transferring the system from single-CPU environment to multi-processor or multi-threading architecture).

So, methods for program properties check and proof are required in wide range of situations.

2 The Task and the Method

2.1 Problem Overview and Complexity

Classical questions of the program safety (partial correctness) and liveness (total correctness) are complicated by many contemporary programming techniques like object-oriented programming (OOP), concurrency, Web Services, closures and so on. For example, OOP actualizes type checking problem due to dynamical but strong typing, signature problems due to polymorphism and inheritance (plus virtual methods and dynamic linking) and visibility in the scope problems (or accessibility in the scope, i.e. kind of security). Many of them can be addressed to [1], where OOP is deeply investigated from the start and closely integrated into the method. Web Services usage, for example, arouses questions
on accessibility, reliability and discoverability (including semantic specifications like RDF) etc. But we will concentrate on concurrency and its' challenges in this work.

Main troubles of concurrency are non-determinism and inter-process communications complexity. The definitive difference between parallel and sequential worlds is that the state of program (shared memory data or messages in communication channels) can be changed between two consequent statements of one of concurrently running processes by another one, being executed in interleaving manner. In other words, the (global) state can be influenced by side effect of another concurrent process, which is impossible behavior for pure sequential programs.

Concurrency as the ability to execute more than one operation somehow at the same time can be formalized via the inter-process communication (IPC) mechanism. There exist two main approaches for IPC: message passing and shared memory. While the first approach is investigated in details, for example, in [5], the latter is rather less researched [2]. Moreover, the classical Hoare logic for reasoning on programs [6] can’t be directly applied to interleaving shared memory concurrency because of possible side effect of parallel programs to each other [7].

2.2 Interleaving Concurrency with Shared Memory

Thus here we will concentrate on interleaving concurrency with shared memory environment, which is present de facto in many cases (runtime environments) in different industries and in various systems (hardware as well as software) all over us:

- hardware multi-processor and multi-core architectures (of course with shared memory), primarily SMP-architectures (Symmetric Multi-Processing),
- supercomputing, namely with UMA and NUMA (Uniform and Non-Uniform Memory Access) architectures,
- multi-tasking Operating Systems,
- software services and applications running in parallel on hardware with shared memory (like UMA, NUMA),
- servers (hardware as well as software ones, like a reactive system executing request – response cycles):
  * Web Server
  * Application Server
  * SQL Server (DataBase Management Systems as well as Data Warehouse Systems)

All samples mentioned above have common characteristics of environment:

- interleaving concurrency – means that control can be passed to any other concurrent pretender to CPU time at any time moment (also known as 'process context switch' system operation),
– shared memory – is the mean for IPC, where each process can write the values to and read the values from the so-called shared variables (at any time moment) in order to communicate with each other,
– it represents the most wide MIMD model (Multiple Instruction Multiple Data) in Flynn’s taxonomy.

2.3 The Model of Environment

The formal model for interleaving concurrency with shared memory proposed in [8,11] is the special subclass of IPCL (Interleaving Parallel Compositional Languages) [8]. Such programs will have the following form: \(P_1^{k_1}||P_2^{k_2}||...||P_n^{k_n}\) where \(P_j\) – are sequential programs running in parallel (in interleaving concurrent mode) \(k_j\) times, and \(||\) – is the interleaving concurrency operation sign.

Proposed construction is an adequate model for program systems being executed in interleaving concurrent runtime environment with shared memory [8,2].

We should notice also that proposed model follows the recommendations (“best practices”) and considers warnings (avoidances) by C.A.R. Hoare [5] about parallel execution operation (like fork), that, in general, multithreading is an incredibly complex and error-prone technique, not to be recommended in any but the smallest programs and, thus, concurrency can be afforded only at the outermost (most global) level of a job, and its use on a small scale is discouraged.

2.4 Program Properties

The problem formulation and the method for program properties proof can be found in [8,2]. Two types of properties defined there are:

1. Hoare-style: \(\{\text{PreCondition}(S)\}\) \(\text{Program}\{\text{PostCondition}(S)\}\)
2. Invariant-style: \(\text{Inv}(S)\), which keeps \text{true} throughout all execution time

where \(\text{PreCondition}(S)\), \(\text{PostCondition}(S)\) and \(\text{Inv}(S)\) are predicates over the current state \(S\).

The state \(S\) includes current ”instruction pointers” (labels or marks) of each sequential sub-program running in parallel as well as the data – shared and local for every such sub-program. These two property types are the kinds of safety properties, while the liveness properties (first of all – termination problem) are out of our scope here because of its algorithmically undecidability in common case.

Here are some examples of such properties:

– race condition analysis,
– critical section condition,
– ”transactionality” (integrity, consistency) of the system,
3 Known Alternative Approaches Overview

We should note that the right way which addresses software correctness problem is formal specification combined with stepwise refinement from an abstract model (specification) to the specific one (final code) with verification of these steps. In this case we obtain correct programs by construction. Testing techniques can be complementary only to other, more precise or formal methods, because of impossibility to test things totally. Formal methods can also be useful for proving properties of already existing systems — for example, while being transferred to another run-time environment with different characteristics or when we need to be sure in some (probably new) properties of the system and we can’t (or don’t want) replace current system (for some new system with these properties being proven).

Starting our consideration from famous Petri Nets regarding verification of parallel programs, we should note that this formalism was developed for concurrent processes behavior modelling and not for verification purposes. So, it can not cope with state-based properties check and proof, and fits for reasoning about flow-like properties only (data-flow or concurrent processes behavior).

Although there is a broad range of approaches to handle this issue — most of them have remarkable disadvantages in terms of using them on practice as they are too complicated or too theorized. Moreover, some of them are not applicable to cope with real tasks in general. For instance, without specifying the details, original Owicki-Gries method [9] requires the quadratic number of verifications relating to the program operators count. While the extended version of the rely-guarantee Owicki-Gries method [7] needs the implementation of additional variables as well as non-evident formulating of rely- and guarantee- conditions in order to tackle this task. In TLA [10] (Temporal Logic of Actions) Lamport offers to construct a model which is not much easier than the two previous ones. Moreover, TLA is characterized with a big difference between the program and its proving formula. In such a way IPCL [8, 2, 11] might be one of the most efficient solutions. While IPCL is up to solve the verification problem of the parallel software, in fact, it describes the so-called serializability mechanism. Though ultimately, we will work with sequential processes which steps will be interrupted by parallel running programs in an unpredictable way.

Many approaches have been adopted to deal with shared memory concurrency, but majority of them have different disadvantages [2]. One of the lacks is that known methods can be applied to a fixed program whilst we often have deal with the family of the same fixed structure program running arbitrary instances of it in parallel. So do Web and SQL servers, which run any arbitrary number of the same scripts (requests, queries) concurrently. So does operating system, executing various count of the same services and applications at any given time slice.

Consequently, we rather need the method for reasoning over the family of programs than the method which operates with a fixed program when the run-time environment is shared memory interleaving concurrency. In the latter case
we need to reason over many programs (each number of program copies running concurrently) instead of parameterized form of one of them.

4 The Method and Its Applications

The method for program properties proof in compositional nominative languages IPCL with interleaving concurrency and shared memory communication mechanism is described in [8, 2, 11] in details.

It operates over IPCL, which includes common compositions: ":", "if-then-else", "while-do", vector assignment operator \( ((a, b) := (c, d)) \) and the interleaving concurrency "——", which has obvious structural operational (not pure compositional) semantics [8, 2, 11]. Because of it, IPCL is similar to any common universal (structural, imperative) programming language. Thus, every program (from C, PHP, C#, Java, JavaScript, even SQL etc.) could be rewritten in IPCL without substantial problems – to apply the method.

Main stages of the method are the following [8]:

- to label (to mark-up) the program in IPCL according to its syntax tree – each particular operator should have a label (a mark),
- to specify the notion of a state – the vector, which components include:
  - labels (marks) of every particular sequential sub-program of the whole IPCL-program,
  - the single shared data of the whole program,
  - and local data for every particular sequential sub-program (if present),
- to construct transition system (i.e. the model of the program execution, or operational semantics), which fix all possible transitions between states (really, macro-transitions or transitions schema because of its countable quantity) – this could be done algorithmically by the program syntax tree using labels and states fixed above [8],
- to fix start and final states of the transition system (of the program),
- to formulate the required precondition and postcondition over start and final states respectively,
- the main step is to formulate invariant of the system – it should incorporate the program behavior as a whole, in a single predicate, and it could be completed by human only for now,
- to prove that
  - each of macrotransitions keeps invariant true,
  - precondition on starting states implies invariant,
  - invariant on final states implies postcondition.

We will not go into details of the method, but concentrate on examples of the method applications.

Here we note that by the years the method mentioned above was successfully applied to prove some properties of the industrial software systems, which are the banking systems mainly. Let us discuss those examples.

Here we consider some of the method applications to the classical algorithms and tasks (for demonstration purposes) as well as to the commercial (industrial) software systems.
4.1 Methodological Samples

First, we would like to mention some “classical” examples:

- parallel addition to shared variable consistency [12],
- Peterson’s Algorithm for mutual exclusion correctness proof [13].

In first article it is proven that $i := i + 1 || i := i + 1$ increases the value of $i$ by 2. The main result is that the proof is two times shorter that in any other known formal techniques [12].

Correctness of the well-known Peterson’s Algorithm (for mutual exclusion) is the subject of the latter paper. The fact that two concurrent processes can not appear in their critical section at the same time is proved in [13]. The proof again is a half of length of else known classical one (for example, in TLA).

More of that, the more generous task was discussed there – because the proof was made simultaneously over the family of each number of program run concurrently in first case, and it could be done in the second case.

4.2 Presentation System

Infosoft e-Detailing 1.0 is commercial presentation support system designed to hold the almost synchronous online+offline presentations with one lecturer (manager) and one-or-more listeners (clients). The usage of this system basically lies in switching slides on a manager’s device which is almost immediately followed by an automatic switching to the same slide on each of the clients’ devices connected to the current presentation session.

The most important from the correct functioning point of view is to make sure that every client will see the same slide that manager has switched to. Work of the system consists of cycles, namely switching a slide on manager’s device and then switching a slide on all of clients’ devices. The amount of such cycles is unlimited, the only stopping criteria is that everyone has left their presentation session. Typical cycle would look like this: manager sends to the server, and clients are reading from it, the index of a current slide (currently using HTTP + AJAX + Long Poll technologies) – in such a way the asynchronous slide replication is achieved on all the devices.

In [14] the safety property proof of Infosoft e-Detailing 1.0 software system using correctness proof methodology [8] in IPCL is presented. Operational semantics of the system with interleaving concurrency was described by means of transition system, program Invariant as well as Pre- and Post- conditions were formulated in accordance with the methodology. Application of the method to the real-world system and its usage simplicity were demonstrated in [14].

The detailed proof was given in [15] also. Thus partial correctness of an Infosoft e-Detailing 1.0 software system was proven.

4.3 Electronic Exchange

In the case with Currency Stock Electronic Exchange for Joint-Stock Company "State Oschadny Bank of Ukraine” compositional-nominative languages and the
method were used to formulate properties of the system (that each bid/ask offer is presented to stock exchange participants and that buy/sell deal is closed only once for each offer, with only one dealer, in despite of their concurrent work) and then to prove it [16]. We will not go into details here because of more interesting next example.

4.4 Remittances Payment System

Now let us consider the system for international remittances from Vigo Remittance Corp. paying out developed for Joint-Stock Company "State Oschadny Bank of Ukraine".

In this case the fact that no money remittance can be paid out twice needs to be proven [17]. The task was stated, transitional system according to the method was built for the model with simplified state (i.e. without local data), and the program invariant was formulated and proved to keep true over the software system at any given time. Conclusions about the convenience and adequacy of method application to prove the correctness of parallel systems were made as well as correctness property of the banking system for remittances payments was proven, namely that each money transfer can be authorized to pay out only once (due to authorization procedure) [17].

The simplified state [18] modification of the method is applicable when there is no local data within processes. In this case the state itself as well as the reasoning over the system can be significantly simplified [18].

5 Conclusions

Application of the method for concurrent programs, communicating via shared memory, properties proof to real-world industrial software was demonstrated in this work.

There are many questions left out of scope:

- software tools for automatic support for reasoning over such families of programs,
- more deep research of the proposed methodology through more industry samples (i.e. real-life software systems),
- the absence of native support of OOP in IPCL and compositional languages for now,
- non-compositional nature of interleaving concurrency etc.

But now we can affirm that the method developed is applicable and usable to proof the properties of real industry software systems.

Partial correctness of the software systems, namely Infosoft e-Detailing 1.0, Currency Stock Electronic Exchange for Joint-Stock Company "State Oschadny Bank of Ukraine" and the system for international money transfers from Vigo Remittance Corp. paying out according to an initial problem statement has been
proven using the correctness proof methodology [8, 11] in an IPCL language. Considering the difficulties in the process of such proofs in parallel environments, one can state:

- correctness proof method in IPCL is well suited for the verification of parallel programs or the software correctness proof in terms of safety properties;
- the method allows shortening the proof at the expense of choosing an adequate abstraction level [19] due to universality of a compositional nominative approach [19, 20] and by fixing the appropriate basic function set of semantic algebra.

Taking into account the flexibility of the methodology, existence of ‘simplified state’ model for reasoning in some cases [2, 12], and universal nature of the approach [21], it can be recommended for program properties proof (particularly safety property or partial correctness) for wide range of industrial software which is executed in interleaving concurrency environment with shared memory interaction, primarily for server-side software of client-server complexes, because of the method’s usability and advances. The same conclusion was obtained in [14, 15, 17, 22] also.
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1 Introduction

Nuclear energy is still one from the essential sources in energy agenda of many countries. In Ukraine, for example, up to 50% of energy is generated at Nuclear Power Plants (NPP). Instrumentation and Control (I&C) systems play important role in NPP safety and security assurance as well as in effective control of energy production. Safe and cost-effective operations of NPPs require the modernization of I&C systems to cope with obsolescence and age-related degradation. A computation core of the most parts of I&C systems are generic programmable platform also named as Programmable Logic Controllers (PLCs) [1].

Research and Production Corporation (RPC) Radiy (Kirovograd, Ukraine) has a long history of working with operating NPPs and installing new I&C systems during turn-key projects. RPC Radiy provides a wide variety of I&C solutions ranging from full-scope turn-key modernization projects to reverse engineering and printed circuit board-level. Also like-for-like replacements and equipment to solve ageing and obsolescence problems are implemented for both safety and non-safety applications. RPC Radiy uses Field Programmable Gate Array (FPGA) technology in its digital platform to implement customized solutions for NPPs I&C systems. RPC Radiy’s proven technological expertise has been demonstrated in over 100 systems installed to date.
RPC Radiy’s I&C systems have been installed in safety related systems of all operating NPP sites in Ukraine and Bulgaria [2].

FPGA-based safety I&C platform RadICS is the main product of RPC Radiy. The RadICS Platform is designed to be functionally and physically similar to currently installed I&C systems. Such platform capabilities include input processing, customizable control logic, and output processing. The RadICS Platform continuously monitors system status through signals that are received from field sensors. It performs logic computations to create control commands. It also converts control commands to output signals that are applied to field actuators. The RadICS Platform has a modular and scalable design that can be configured to meet the needs of safety I&C applications in NPPs [3].

A big part of efforts to provide I&C systems for utility is licensing efforts. I&C systems have to comply with state-of-the-art standards. A licensing permission process lies in consideration of appropriate documentation related with I&C system design. A challenge is each country has its own set of regulation requirements. So I&C vendors face to make a new licensing case with penetration to any new market. For I&C vendors there are the most challenging licensing barriers at the United States (U.S.) nuclear market. From the one hand the U.S. operate more than one hundred reactors what is the biggest nuclear fleet in the world. From the other hand the U.S. Nuclear Regulatory Commission (NRC) implements one form the strongest regulatory framework in the word, and it is a reason why the biggest part of the nuclear community respects the U.S. NRC licensing permission.

In 2015 RPC Radiy started a project to certify RadICS platform against the U.S. NRC requirements. This paper contains description of the project framework and states some obtained results.

An essential part of the mentioned certification process is a deep University-Industry Cooperation (UIC) conducted between RPC Radiy and National Aerospace University (Kharkiv, Ukraine). Academicians are involved in all parts of RadICS platform certification what is one from the main factor of successful project running. Conclusion of this paper contains a list of researches directed to support of industrial certification activities.

Available references in the investigated area are mainly technical reports available from the U.S. NRC documentation system ADAMS (www.nrc.gov/reading-rm/adams.html).

2 FPGA-based I&C Safety Platform RadICS

The RadICS Platform is a state-of-the-art digital product specifically designed for safety-related control and protection systems of NPPs. A modular and distributed FPGA-based architecture is one from the RadICS Platform features. There is a set of general purpose building blocks (modules) that can be configured and used to implement application specific functions of I&C systems (see Fig. 1).

The basic architecture of the RadICS Platform consists of instrument chassis containing a logic module, as well as up to 14 other Input/Output (I/O) and fiber optic
communication modules. Logic module gathers input data from input modules, execute application specific logic, and update the value driving the output modules. Logic module is also responsible for gathering diagnostic and general health information from all I/O modules. The I/O modules provide interfaces with field devices (e.g., sensors, transmitters, and actuators). The functionality of each module is defined by the logic implemented in the FPGA that are part of the above modules. The backplane of the RadICS Platform provides interfaces to power supplies, process I/Os, communication links, and indicators. The internal backplane provides interfaces to the various modules installed within each chassis by means of a dedicated, isolated, point-to-point low voltage differential signaling (LVDS) interface.

Fig. 1. Typical structure of Instrumentation and Control system based on Microcontroller Unit (MCU) or Field Programmable Gates Array (FPGA)

For application development, RPC Radiy provides a tool called Radiy Product Configuration Toolset (RPCT). This tool can be used to configure logic for various applications using the Application Functional Block Library (AFBL).

In addition, the RadICS Platform includes extensive on-line self-surveillance and diagnostics at various levels, including control of FPGA power, watchdog timer, cyclical redundancy check (CRC) calculations, and monitoring of the performance of FPGA support circuits, I/O modules, communications units, and power supplies.

Safety Life Cycle (LC) of the RadICS Platform is presented on Fig. 2. The RadICS Platform LC implements specific stages of FPGA design development and verification. Specific technique of fault insertion testing has been performed for both hardware and software parts. This LC complies with requirements traceability concept which requested the following:

- Every requirement has a child (either a lower level requirement or a solution);
- Every lower level requirement or solution has a higher level requirement (and opposite, an orphan represents unjustified functionality);
- Every requirement has been tested.
3 General Approach to Certify I&C Safety Platform in the U.S.

Firstly RPC Radiy established RadICS in 2012, as a wholly owned Limited Liability Company (LLC). The Company RadICS business focus is the design and delivery of I&C systems for NPPs using the RadICS Platform equipment. Company RadICS, based together with RPC Radiy in Kirovograd, Ukraine, is responsible for all RadICS-based application project activities except the manufacturing of the RadICS Platform equipment. Such approach allows to focus certification efforts only on target processes for safety assurance.

After that the basic U.S. licensing strategy is to demonstrate that the generic RadICS Platform and the associated quality and software life cycle processes comply with U.S. nuclear safety requirements. As it is mentioned above, the RadICS Platform has been already licensed in Ukraine and Bulgaria. Difference of the U.S. regulatory requirements was analyzed. Licensing activities workflow was built on the base of results of such analysis, as it is shown in Table 1.

Actions to demonstrate compliance with the U.S. licensing requirements are presented at Fig. 3. An umbrella document for licensing activities is the Topical Report. Some details of the RadICS Topical Report are discussed in the next part.

It should be noticed, the U.S. NRC requires conducting technical meetings for discussion of the provided documents. Since the U.S. NRC has a specific philosophy of I&C systems consideration, additional research have been performed to fulfill this gap (see the Conclusions).
Table 1. Results of Analysis of the U.S. Licensing Specific Part

<table>
<thead>
<tr>
<th>Difference in requirements</th>
<th>Actions to meet requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>The U.S. NRC requires to implement a specific Quality Management Program (QMS) in accordance with regulations 10 CFR Part 50 Appendix B</td>
<td>Establish RadICS QMS in compliance with the U.S. NRC requirement. It should be noted U.S. NRC requirements to QMS are different from widely used ISO 9001 QMS, so many efforts are spent to adopt specific requirements in accordance with regulations 10 CFR Part 50 Appendix B “Quality Assurances Requirements for Nuclear Power Plants and Fuel Reprocessing Plants” and ASME NQA-1-2008, “Quality Assurance Program Requirements for Nuclear Facilities”. The RadICS QMS governs the system design, integration, and delivery of I&amp;C systems for NPPs using the RadICS Platform equipment</td>
</tr>
<tr>
<td>The U.S. NRC requires to implement a specific process for Commercial Grade Dedication for as named commercial components. RadICS Platform components at the RPC Radiy site are commercial since they are produced under not nuclear ISO 9001 QMS</td>
<td>Dedicate the generic RadICS Platform, which was not originally developed under a 10 CFR Part 50 Appendix B QMS, in accordance with the basic requirements for Commercial Grade Dedication. RadICS is employing the commercial dedication processes described in Electric Power Research Institute (EPRI) Technical Report (TR)-107330 “Generic Requirements Specification for Qualifying a Commercially Available PLC for Safety-Related Applications in Nuclear Power Plants” and EPRI TR-106439 “Guideline on Evaluation and Acceptance of Commercial Grade Digital Equipment for Nuclear Safety Applications”</td>
</tr>
<tr>
<td>The U.S. NRC requires to submit the Topical Report which has to represent the main platform features</td>
<td>Develop the RadICS Topical Report. The purpose of the RadICS Topical Report is to demonstrate that the RadICS Platform and the associated quality and programmable logic life cycle process comply with NRC requirements</td>
</tr>
<tr>
<td>The U.S. NRC requires to submit a set of documents which support the Topical Report argument</td>
<td>Submit to the U.S. NRC the RadICS Topical Report with sets of relevant documents. These documents have to be submitted in three phases. The main part of such documents have been already developed before</td>
</tr>
<tr>
<td>The U.S. NRC requires to provide a representative (QTS)</td>
<td>Design, produce and dedicate from RPC Radiy the Qualification Test Specimen (QTS) with the with the Data Acquisition System (DAS)</td>
</tr>
<tr>
<td>The U.S. NRC requires to perform a set of qualification tests for the QTS</td>
<td>Perform QTS Equipment Qualification Testing in one from the U.S. testing laboratory recognized by NRC</td>
</tr>
</tbody>
</table>
4 Content of the Topical Report

The RadICS Topical Report is the summary licensing document for the RadICS Platform digital safety I&C platform. It presents design, performance, and qualification information for the RadICS digital safety I&C platform developed by RPC Radiy. The RadICS Platform is a generic digital safety I&C platform dedicated to the implementation of Class 1E (the highest safety class) safety I&C functions in the U.S. NPPs.

The RadICS Topical Report has been divided into 12 chapters and 3 appendices (see Fig. 4). The most important issues of this Topical Report are the following:

- An overview of RadICS development and operational use in international NPPs where it is currently deployed in a variety of digital safety I&C applications. This information is provided to illustrate the safety I&C developments that led to the RadICS Platform;
- An overview of the quality program and the quality process employed to dedicate the generic RadICS Platform hardware and associated programmable logic and develop systems for delivery to U.S. customers;
- An overview of the commercial grade dedication program used to dedicate the generic RadICS Platform hardware and associated platform programmable logic;
- A description of the RadICS Platform operation and how it can be applied in NPP safety-related applications. It also provides descriptions of the hardware and associated generic programmable logic that comprise the RadICS Platform. In addition, details are provided on how digital communications and testability are implemented in the RadICS Platform;
- A description of the hardware development process with associated planning documents and component testing process;
A description of the RadICS Platform generic programmable logic development life cycle, planning documents, and the verification and validation process. The RadICS programmable logic life cycle processes were examined in more detail as part of the functional safety certification;

An overview of the generic equipment qualification program for the RadICS Platform. The RadICS qualification “envelope” is designed to meet or exceed the environmental qualification requirements for NPPs in the U.S.;

An overview of the RadICS approach to platform diversity;

A summary of a RadICS Platform vulnerability analysis and the secure development and operational environment controls provided by RPC Radv;

A conformance summary of the RadICS design and development processes for the key regulatory guidance documents;

The plant-specific system design guidance for use of the RadICS Platform, including recommended practices and any restrictions;

A compliance matrix for the U.S. NRC regulatory document DI&C-ISG-04 “Highly Integrated Control Rooms – Digital Communication Systems” with the requirement listed as well as RadICS Platform compliance to each criterion defined;

A list of the RadICS Platform design documents associated with the Electronic Designs for the RadICS Modules and identifies an initial set of documents planned for submittal to NRC to support the review of the RadICS Topical Report.

Fig. 4. A Structure of the RadICS Topical Report
5 Conclusions

As well as I&C platform is a high tech product, certification and licensing of such product requires innovative approach followed with research activities. A good basis for such researches provides UIC conducted between RPC Radiy and National Aerospace University. The following research directions have been chosen as priorities to support safety-critical certification:

- Research in FPGA and design tools safety features to support safe use of FPGA chip as a logic control core;
- Research in combination of different testing methodology with different coverage criteria to support effective verification and validation of I&C platform through life cycle;
- Research in efficient power consumption of I&C platform with optimization of used algorithms [4];
- Research in security of I&C platform to protect safety critical application from malware injection;
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Abstract. A computerized test successfully complements and enhances traditional methods for the assessment of knowledge. This article introduces a simulation model of computerized testing of learning success that is complementary to the existing methods used for knowledge evaluation. The simulation model combines possibilities of computerized testing with mathematical rationale in examiner’s decision-making during oral knowledge assessment. Application of the simulation model enables one to make mathematically precise decisions in the majority of standard procedures of test development, during computerized testing, and in the analysis of its results. The new features of computerized testing, introduced here within the framework of the simulation model, help diminish the limitations of computerized testing that arise from the impossibility of utilizing diagnostic potential of a human examiner in traditional testing procedures.
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1 Introduction

Fast and accurate evaluation of knowledge formation remains to be a relevant task for long-existing forms of learning. Moreover, it has become increasingly important for the comparatively recently emerged distance learning or blended learning (partial implementation of distance learning technologies into classes that are conducted traditionally). The most important characteristics of different forms of learning remains
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the objective monitoring of students’ academic achievements and the construction of effective teaching methods based on that.

The development of theory and practice of computerized tests makes it possible to increase the precision of pedagogical measurements as tools for objective knowledge control. Computerized testing carries out a number of pedagogical functions assigned to tests, hence becoming an effective means for evaluating the results of learning at all stages of education, from an entrance test to a comprehensive final exam.

This article describes a simulation model of computerized tests that on the one hand draws upon modern information and communication technologies and on the other is maximally reliant on the traditions of active participation of an instructor in students’ knowledge assessment. Combination of the advantages of computerized testing with mathematical grounding of examiner’s decision-making expands the range of effective applications of test-based knowledge assessment. The authors hope that the use of the simulation model developed by them will contribute to the further development of quality management systems at the institutions of higher learning.

2 Antecedents of simulation model for computerized testing of learning success

The classical period of the development of computerized testing theory to a great extent expanded the field of rational usage of computerized tests. In studies by A. Birnbaum, H. Gulliksen, G. F. Kuder, F. M. Lord, M. Novick, G. Rasch and others attempts were made to create an objective tool for observations in the fields of psychology, sociology, pedagogy, and other behavioral sciences. C. Spearman, one of the founders of the classical approach in the testing theory, proposed using methods of physical measurements in psychology. In pedagogy, this approach is called educational measurement. Increase in reliability of results of educational measurement in this period is due to the introduction into the testing theory of certain provisions of mathematical statistics, as well as of the elements of correlation theory aimed to justify the reliability and validity of the tests.

The 1970s witnessed emergence of a new direction in the theory of educational measurement – one connected with the Item Response Theory (IRT). Scholars J. B. Bjorner, B. Gandek, R. K. Hambleton, H. J. Rogers, S. J. Sinclair, M. H. Stone, H. Swaminathan, J. E. Ware, B. D. Wright et al. significantly contributed to the development of this new direction. The mathematical logistic models proposed by G. Rasch and A. Birnbaum were used to construct tests, or educational measurements. The goal of such measurements was an obtainment of numerical equivalents that were identified with the estimates of the measured variable. The measured variable was associated with the level of academic achievement, which was allowed in a certain way to reflect the latent parameter of the test-takers – their level of preparation.

The modern development of theory and technologies of educational measurement happens as a continuation of approaches founded in the previous period. The progress in development of the new testing methods has been driven by the applied and theoretical research of such scholars as F. B. Baker, R. Draney, G. R. Engelhard,
G. G. Kingsbury, D. J. Weiss, and M. Wilson. One of the most dynamically developing directions today is the one related to the design of adaptive tests, where new test questions are chosen based on one’s performance on the previous questions. As the information and telecommunication technologies improve, the computerized testing of learning success becomes more and more prevalent in the theory and practice of educational measurement.

At the same time, many researchers (F. M. Bernt, A. C. Bugbee, D. C. Buhr, M. F. Johnson, S. M. Legg, K. C. Moe, R. Sutton and others) note the salient disadvantages of computerized tests that have not been resolved to date. Their findings, the results of our studies, suggest that testing designed based on most of the modern techniques still remains biased. Therefore, if no action is taken, the substitution of oral control with computerized control of learning success would not increase the reliability of educational measurement. Moreover, the exclusion of teachers from the monitoring process does not allow using the invaluable diagnostic capabilities of an instructor.

Nobody but an instructor, through conversation and additional probing questions, can determine whether a student's seemingly expressionless answer means the absence of knowledge on the subject or his or her mere nervousness. The instructor also has more opportunities to formulate questions not only by taking into account the student's responses to previous questions, but also depending on the content of the tested study material. For courses that require unconventional thinking and experiential approach, it is often difficult to create adequate and easily conveyed test questions. Hence such test questions frequently present difficulties for students. On the other hand, the fact that test design is still largely a subjective process also remains to be a problem. At the time of test creation, it is up to each of the test makers to decide upon the requirements for the number and complexity of tests to be included in a given assessment. Obviously, students with the same level of preparation are likely to score differently in such case, with students that had more simple test questions receiving higher grades than those whose test questions were more complex.

The objectivity of the results of computerized tests is also vulnerable to the inconsistency in the definition of evaluation criteria. It is certainly possible to introduce uniform requirements to testing. However, these might still be the same only for a given group of students, whereas in another group of students, or when tested by another instructor, a simple change in the grading criteria might change test results dramatically.

Therefore, with a steady ever-increasing usage of testing in knowledge assessment, there is a pressing need to create a model of computerized control of learning success that would utilize all the advantages of the testing method and would also maximally draw on the experience of active participation of instructor in diagnosing students' learning success, gained in the course of traditional knowledge assessment process.
3 Key stages of control

To solve this problem, the author's team has developed a simulation model of computerized control of learning success, which combines technological capabilities of computer-based testing with mathematical justification used in an instructor's decision-making procedures. In this diagnosis, the identity of the examiner is replaced, as much as it is possible, with his or her mathematical model.

The figure below shows a diagram of a multi-level computerized test, which has advanced measurement capabilities. Similarly to other approaches to the organization of testing procedure, the control is comprised of three phases: test design, test administration, and analysis of test results. The test design and analysis of test results phases rely on well-known theoretical positions, grounded in wide usage of statistical methods to increase of accuracy and objectivity of testing. In the test administration phase, mathematical methods that model diagnostic functions of an instructor are used to increase the reliability of results of educational measurement.
Development of tests
Selection of tested material
Typification of test tasks
Establishment of complexity level
Calculation of the number of tasks
Test formation

Control
LEVEL I
B₁ ≤ C
TRU
B₁ ≤
FAL
TRU
FORMULATION
LEVEL II
B₁+B₂ ≤ C
TRU
FAL
TRU

Analysis of control results
Analysis of measurement capability
Correction of tests

Fig. 1. Simulation model technological scheme
4 Test design

According to the scheme provided here, test design starts with the selection of test material. In this simulation model, it is supposed that this part of test design - similarly to many other testing methods - is done by experts that comprise a group of test makers. At the time of material selection, the experts are first-most guided by the ultimate goals of testing. In consideration of these goals, the experts decide upon the types of knowledge and skills that are most important for the goals set, as well as on the sufficient level of their demonstration by students.

After selecting the test content, test makers proceed to the design of test questions. The tested material is divided into separate parts, on which students can then be tested using sample test tasks. Provisions of the IMS Global Learning Consortium are placed at the basis of classification. These provisions are processed in such a way as to empower an instructor with more possibilities for formulation of test questions that would be maximally close to the content of the tested material. A total of 13 types of standardized test tasks are included into the proposed simulation model.

In addition to the recommendations of IMS, the simulation model contains special types of tasks that enable an instructor to check the extent to which the student's knowledge and skills have been formed. These include tasks on the control and sequence of actions. The design of a test task on control is a set of graphical images that reflect separate states of a certain object, and test takers are evaluated on their ability to manage it. The image shows targets, and the visible or invisible boundaries of these targets correspond to the contours of the object's organs of control. As one uses the pointer of a mouse to click on the required target, a graphical image of the object is substituted with a simulated control action. In a test task on the sequence of actions, object management happens with the mouse-click on control keys. In both types of test tasks, there is an option of setting an allowed interval of time between the mouse clicks.

The adjustment of the complexity of test tasks is possible through the procedures of design and corrective calculations, which are included into the simulation model. Expert assessment, which is accomplished using the method of paired comparisons, lies at the basis of design calculations (which are performed when prototypes of test tasks are created). Execution of such an expertise is most justified when a given test contains many tasks, and hence when it is difficult to preserve a single strategy and to have a comparable level of complexity for each of the tasks in the test. The corrective calculations procedure uses classical approach, which is based on the statistical processing of test results: expert grade estimates are refined taking into account students' performance on the test. It is assumed that the more students have answered a given test question incorrectly, the higher was its level of difficulty.

Once the level of test difficulty is determined, the test maker can move on to the next stage of test design: defining the necessary number of test questions in a given test. In the simulation model, the method of choosing a reasonable number of test questions is grounded in an assumption that it is important to account for both the quantity and the complexity of each task. Here, the total number of test questions is determined in such a way, that the cumulative complexity of one test would be com-
parable to that of another test. (For instance, in order to compare test results in physics and in chemistry, it is critical that the total complexity of tasks for the test in each of these subjects would be comparable.)

As a rule, test tasks have different levels of complexity. This is reflected in the assignment of unequal quantitative characteristics of test complexity measures. Since the tasks selected for a given test are chosen at random, while the method for calculating the number of tasks to be included into a test requires the tasks' cumulative complexity to remain constant, the authors recommend using genetic algorithms to design tests. In accordance with them, the process of test creation is seen as a successive change in the populations of species, whose genomes are random collections of test tasks of varying complexity. To generate different test versions (species of new populations) we apply operators of selection, crossover, mutation and survival. Such cyclical execution of operators is repeated until the total complexity of all tasks in a test does not reach optimal, i.e. as close as possible to the specified one.

5 Conducting iterative control measures

In the simulation model of computerized testing of learning success, the step during which the test is actually carried out is built on the basis of mathematical modeling of diagnostic capabilities of an examiner. Similarly to an oral testing procedure, in which an examiner can deem necessary to continue and ask a student additional questions which would help her determine the student's true level of knowledge, the simulation model provides for both basic and additional examination sessions. The procedure enables such a multilevel control via the employment of an apparatus of statistical analysis that resembles one used in engineering for the development of plans for the selective acceptance control.

Analogous to how the conclusion about the satisfactory quality of products that are manufactured in hundreds of thousands of pieces is made by means of an inspection of just a sample of them, the conclusion about the extent to which students' learning has been successful is evaluated by means of the statistical processing of the results of tests which have a limited number of questions. Comparison of the cumulative number of points received for the test with the values specified for the acceptance and rejection criteria makes it possible to make a final conclusion about the need to have an additional session of control.

If, upon completion of all tasks in the test, a student scores above the acceptance threshold, then his knowledge is evaluated as sufficient for a corresponding grade. Analogously, if a student knows the tested material worse than the rejection threshold, a conclusion is made that the student knows the tested material worse than the level of knowledge required for a given grade. However, when the number of points that a student receives for the test lies within the range of the pre-set acceptance and rejection values, the conclusion is made that it is impossible to determine the student's true level of knowledge and additional sessions of control are then carried out.

To expand the adaptive capabilities of a simulation model, the authors modernized the genetic algorithm for the selection of test tasks for additional test sessions. To
accommodate for such changes, a survival operator is altered and includes a criterion, which takes into account results of the preliminary test sessions. Here, the more poorly the student performs in questions on a certain topic in the previous sessions, the more likely is a question on this topic to show up in the additional testing session.

The testing methodology that is based on a simulation model stands out among most other existing methodologies in that, similarly to an oral exam, it enables a student to express their level of confidence in the correctness of a given answer in case the knowledge they possess does not allow them to give a definitive answer to the test question. Mathematical apparatus of fuzzy logic is used to make this functionality in the simulation model possible. A student that is being tested in the traditional way has to give a definitive answer to the test question by choosing one of several answer choices or by formulating their own answer choice using a limited set of words, letters, numbers, or graphical symbols. When giving an answer, a student has to formulate a response which would contain conclusions about the truthfulness of an expressed judgment using terminology of strict logic and hence has no way to express doubt or specify how far, in their opinion, the answer deviates from truth. Application of the fuzzy logic apparatus, on the other hand, allows a student to operate not only with the classical values of logical variables such as "false" and "truth", but also to use the interim values that smoothly transition from the one extreme value ("false") to the other extreme value ("truth"). This capability hence liberates a student from the necessity to make conjectures about an answer and go beyond their own knowledge on the topic. Such solution thus helps avoid introduction of an additional error into the results of computerized control of learning success.

In the computerized control of learning success nowadays, the prevalent methodology is one in which the resulting grade is assigned through a comparison of the total number of gained points with some linear and, less frequently, nonlinear scale of assessment. Grading scale in such an approach is typically set based on the probability of guessing the right answer or based on the expert assessments. However, both options are not the best ones for the creation of such a grading scale. In the first case, usage of such a scale would be justified if the probability of the randomly picked answer choice being correct does materialize: the student does not know the answer but happens to guess it correctly. Such a grading scale quickly becomes inaccurate if the probability of randomly selected correct answer does not materialize: the student actually knows the answer and hence responds correctly. In the latter case, the student’s knowledge of the subject is underestimated in such a grading scale. On the other hand, empirical grading scales are not universal. Here, expertise assessments should be carried out maximally often since the continuously changing conditions, in which the knowledge is being gained, to a large degree predetermine the students’ efforts at achieving a given level of knowledge. Therefore, the grading scale used in the simulation model is constructed based on the comparison of test results among students in the class. Similarly to oral testing, when an examiner that has to decide on a grade takes into account not only his assessment of the correctness and fullness of an answer but also other students' answers, the grading scale in the simulation model is based on the distribution of grades in the tested groups of students. To realize such
an approach this study adapted a method for building a five-point criteria scale for grading introduced by T.D. TenBrink.

Considering the fact that the change in the content of material covered in class or organizational and methodological supplements for it have a roughly the same effect on all the students, such method makes additional test sessions unnecessary for the conclusion of the assessment process in new conditions and the assignment of final grades. This is accomplished on the basis of the selective characteristics of the grade distribution parameters.

6 Analysis of test results

The mathematical rationale of the examiner’s decision-making process mitigates significantly the disadvantages of computerized testing as of a tool for educational measurement. Additionally, the simulation model includes the stage for the analysis of test results, which rests on the traditional approaches. This stage includes procedures for evaluating measurement capabilities of individual test tasks and of the entire test using adapted for the use in simulation model indicators of distinctive capabilities and reliability. Furthermore, it is suggested to use the probability characteristics of impossibility of the extreme marks, as well as to use the specific for the simulation model criterion of abnormal amount of time spent on test completion. To identify the test items with an unsatisfactory measurement capability in the simulation model, the authors suggest using characteristics of impossible (more than 95%) probability of scoring only at the highest or only unsatisfactorily, and of impossible probability of abnormally spent time on completing the test. Distinctive capability of a test task is measured using the biserial correlation coefficient (discrimination index). The extent to which a test is reliable is characterized by the correlation of marks obtained for different parts of the test. (In the simulation model a change in the approach of dividing the test into parts was made: the selection of tasks is done at random, however in such a way that the total complexity of both parts of the test would be the same).

The level of knowledge and learning effectiveness are integrated indicators of many factors that influence the learning process. Students’ performance on tests is dependent on the students themselves, on their instructors, on the methodological and organizational support of the learning process, as well as on other factors. Any changes made to the learning process, including changes to the procedures of knowledge control, can cause distortion to the statistical picture of test results. In the simulation model, most of the decisions rely on the statistical analysis of test results, and hence it is necessary to measure statistical significance of the changes that occurred in the course of the semester with a coefficient of reliability of statistical differences.

7 Conclusion

The simulation model for computerized testing of learning success makes it possible to make mathematically precise design solutions for the majority of standard procedures of test development, implementation and results analysis. The authors do not
deny the fact that any testing procedure, including one on the basis of the simulation model, cannot fully replace an expert examination board, in which subjective evaluation and pedagogical expertise of its individual members make it possible to give overall a fuller and more objective evaluation of each student's knowledge. However, such a method is not always possible in the conditions of today's computer-based learning. Creation of expert committees is further limited by economic considerations and is implemented in the rare cases when different supervisory committees are created to ascertain a student's inability to master a discipline, or in controversial cases, etc. Most universities are forced to find their own ways to make educational process in the environment of market relationships economically feasible and, based on the need to reduce expenses related to the educational process, increasingly switch to various forms of test-based knowledge control. The mathematical justification for the examiner's decision-making procedure, which lies within the framework of the model proposed here, will significantly mitigate the weaknesses of computerized testing as a tool for educational measurement.
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\section{Introduction}

The formation of a highly qualified specialist in the modern university is based on student's necessity of processing large amounts of information. Today we can define the following global trends in the informatization of educational process:

\begin{itemize}
  \item extension of usage of distance education technologies in all fields of training;
  \item appearance of e-books and e-courses industry;
  \item steady entry to market new suppliers of technologies for e-learning;
  \item standardization of electronic content and electronic educational environments;
  \item development of distant education system of network electronic universities.
\end{itemize}
The transition to individual learning, the growth of the self-learning, the introduction of distance education, the quality assurance of different forms of educational process need to be supported in the educational process by modern educational literature, which includes advanced scientific developments and innovative technical solutions of world-class.

Therefore, the introduction into the educational process electronic educational resources, that involves the formation of electronic educational and scientific literature fund in the university and electronic educational editions, is important. Electronic educational editions can be viewed as an automated training information system, which includes learning, methodical, research and reference materials for academic subjects. It allows for the use of them in the learning process based on the appropriate software.

It should be noted that the quality of education largely depends on quality of educational manuals and textbooks that are used by students. To control and provide the quality of electronic educational literature of university it is appropriate to certify the electronic educational resources, that means to evaluate their compliance with certain requirements on the content, structure, included information, functionality and training capabilities, advanced scientific statements. Therefore, the development of principles of certification of electronic educational resources with the following definition of their quality level is actual task.

2 Certification of electronic educational resources

Electronic educational resource is a set of teaching, research, information, reference materials and tools developed in electronic form and presented in media of any kind or placed in computer networks, which are reproduced by electronic and technical means and are necessary for effective organization of the educational process, as part that is related to its filling with the qualitative teaching and methodical materials.

2.1 General requirements for electronic educational resources

Information about electronic educational resources is contained in these normative documents [1,2,3].

However, it should be noted that these normative documents contain only general classification information. The widest information regarding the classification of electronic educational editions is presented in the Order of the Ministry of Education and Science of Ukraine [4], which reveals the definition of electronic educational resources, their types, procedure for development and implementation. But unfortunately, these documents do not contain any requirements for the filling and forming of electronic educational resources.

Further international requirements for electronic educational resources are considered.

In the development of international standards for information and communication educational means the cooperation between the International Organization for Stand-
ardization and other international organizations and committees, including the International Electrotechnical Commission, is important. International Standard ISO/IEC 19796: 2005 Information technology – Learning, education and training – Quality management, assurance and metrics [5] is the basis for the description, comparison, analysis, quality management and quality assurance approaches in this area. It serves as a tool for comparison of existing approaches and their coordination based on the total quality model. The key element of the standard is the Reference Framework for the Description of Quality Approaches.

Standard ISO/IEC 19796: 2005 consists of three parts:

- ISO/IEC 19796-2 – Part 2: Harmonized quality model – defines the tools and metrics in order to implement a common approach to quality;

But unfortunately, most of the requirements of ISO/IEC 19796: 2005 apply only to the requirements about the quality of design, development, utilization of IT systems for learning, education and training. Therefore we can say that international standards also do not reveal the concept of quality of electronic educational resources, do not include requirements to ensure it.

As noted above, the introduction of electronic educational resources in the educational process is a worldwide trend today. There are various methods in the literature for their quality control [6,7,8,9,10]. In particular, their common disadvantages can be considered:

- the formation of too many requirements which complicates the assessment and determining to what extent evaluation is satisfactory;
- the duplication of requirements content;
- presented methods for monitoring and testing do not systematize the requirements;
- methods of structural expertise allow to evaluate only the structure, not substantive, methodological and scientific filling of electronic educational resources;
- complexity of algorithms for evaluation.

But all these methods are aimed at one goal – to control the compliance of electronic educational resources to specific requirements. This process is called certification in the technical regulation. It is an action of a third party who proves that provided the necessary confidence that the duly identified product, process or service correspond to a specific standard or other normative document [11].

Therefore it is advisable:
1. To ensure and to control the quality it is necessary to form a list of requirements for electronic educational resources and to develop the methodology for internal certification of electronic educational resources in the university based on provisions of existing certification rules.

2. To implement the comparability of the various components of electronic educational resources it is necessary to develop a methodology for evaluation of their quality level on the basis of the theory of Qualimetry as evaluating the degree of conformity of electronic educational resource to established requirements.

Among the existing list of components of electronic educational resources in the normative documents we consider that it is advisable to carry out certification for the following: electronic textbook, electronic learning manual, electronic teaching-methodical complex, electronic display didactic materials (video lessons) and electronic distance learning course.

2.2 Algorithm of certification procedure of electronic educational resources

The purpose of certification of electronic educational resources is to be consistent with current scientific and technical requirements with the subsequent formation of the fund of the educational and scientific literature for the needs of the educational process of the university. At the stage of formation of electronic educational resource there is it's full filling using electronic teaching and methodical resources completely accordance with the criteria of software-technical, educational, scientific and methodical expertises.

Certification of electronic educational resources is offered to carry out in two stages: the first stage includes a preliminary examination, the results of which the expert’s opinion is consisted; the second stage involves complex expertise, based on the result of which an expert certification committee decides on the certification of electronic educational resources and prepares recommendations for its entry in the register of electronic educational resources of the university. The procedure for certification of electronic educational resource, that is designed based on [3,4], generally involves the following steps according to Figure 1:

1st stage:
- document preparation and submission of an application for certification of electronic educational resources;
- previous (software-technical) expertise, documentation analysis;
- expert’s opinion regarding the performance of electronic educational resources.

2nd stage:
- complex examination of electronic educational resources (structural, scientific and methodological expertises);
- evaluation of the degree of compliance with the requirements;
- analyzing of the obtained results and deciding on the possibility of issuing a certificate of conformity;
Fig. 1. Procedure of certification of electronic educational resource
• issuing the conformity certificate and entering certified electronic educational resources in the register of teaching electronic educational resources;
• technical supervision of certified electronic educational resource;
• informing about the results of certification.

The content and requirements of each expertise have been developed.

For each of these expertises are developed point scale of assessment of the implementation of the requirements (according to the theory of Qualimetry their volume is 7) and their respective weight coefficients.

To assess the degree of compliance with the requirements it is offered a method that is based on theory of Qualimetry [12], the method of differential quality indicators, taking into account the weight coefficients and using the arithmetic mean weight and weighted ratios parameters for results of certain types of expertise by the model:

\[
K = \sum_{i=1}^{N} n_i \cdot k_i, \quad \sum_{i=1}^{N} n_i = 1, \quad N \leq 7
\]
\[
k_i = \sum_{j=1}^{J} n_{ij} \cdot k_{ij}, \quad \sum_{j=1}^{J} n_{ij} = 1, \quad J \leq 7
\]
\[
k_o = \frac{P_i}{P_{0i}} \quad \text{or} \quad k_o = \frac{P_{0i}}{P_{i}}
\]

where \( K \) – generalized indicator of quality; \( k_o \) – relative indicators of quality for certain types of expertise; \( k_i \) – group indicator of quality; \( n_i, n_{ij} \) – weight coefficients; \( P_{0i}, P_i \) – indicators of quality for basic and the existing levels.

Relative indicators of quality are defined for each parameter in all types of expertise and \( \max(k_o) = 1 \).

Group indicators of quality are defined for each group of parameters of separate expertise and \( \max(k_i) = 1 \).

Generalized indicator of quality contains all information about the individual values of relative indicators of all parameters for each group and \( \max(K) = 1 \). As this is ideal option and in reality some of relative indicators can be less than 1, the decision of positive result of certification of electronic educational resource is offered to accept when the value of generalized indicator of quality is within: \( 0.8 \leq K \leq 1 \) according to Harrington’s scale. When \( 0.63 \leq K < 0.8 \), electronic educational resources is sent for revision to correct deficiencies. Electronic educational resource is removed from the list of resources, that are certified, if \( K < 0.63 \).

The developed method allows the assessment of the degree of compliance of electronic educational resource to established requirements (based on expert evaluation) and identify important indicator – the level of quality.
2.3 Evaluation of the views of consumers about the quality of electronic educational resources

Assessment of quality of electronic educational resources is impossible without taking into account the views of consumers, including people, who are trained. Therefore, we developed an example of a questionnaire, in which customer requirements are formed. Questionnaires can be made at the end of the study course. The results can be attached to the methodology of evaluation of the conformity degree of electronic educational resources to established requirements.

3 Ownership on the electronic educational resource

As a result of a positive outcome for the certification of electronic educational resources, recommendation for getting the International Standard Book Number (ISBN) can be provided. ISBN is a universal identification code that is put on the books and brochures, on different data storages regardless of their mode of production, distribution, circulation and volume. ISBN accompanies a publication from the time of its manufacture, allows the getting into the international database – the Global Register of publishers.


Also, it is necessary to add, that today practically the one way to protect the intellectual property in Ukraine is the registration the copyright by State Intellectual Property Service to obtain appropriate certificates for electronic educational resources according to [15,16]. Although registration is not a condition of the legal protection of work, but gives the right to judicial protection, that is the right to file legal action for copyright infringement.

4 Conclusion

Electronic educational resources make possible to present systematically the teaching materials, to make it more accessible for study and open to adjustment and further improvement. Using of electronic educational resources in the educational process will help to provide technologically the process of individualization of learning, the process of implementation of distance education, informatization of educational process in higher educational institutions. The proposed method allows the estimation of the quality level electronic educational resource based on the results of the examination. The result of the certification of electronic educational resources should be formation of electronic fund of modern educational and scientific literature in the university as part of the quality assurance system of educational process for various forms of learning.
In addition, this algorithm is universal and can be applied in any educational institutions, including during the training or retraining of staff, in particular during the certification of training programs for the specialists of nondestructive thermal control using thermal imaging technology.
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1 Introduction

The current situation of the development of higher vocational education is associated with the transition to practical implementation of a new educational paradigm that aims to create an integrated system of lifelong learning, to increase student self education in learning process by means of information and communication technologies (ICT), which form self education competence and such skills as self organization and self education.

The professional level of training IT specialists of higher education establishments meets new demands within dynamic development of an information society. A modern IT developer must not only possess professional knowledge and skills, but also gain the so-called "soft skills" (Soft Skills). The study conducted at Harvard and Stanford universities showed that only 15% of career success is provided by the level of professional skills, while the other 85% is Soft Skills [6]. P. Moss and C. Tilly define skills as abilities and qualities of a person, attitude and behavior but not formal
or technical knowledge [16]. Modern employers in IT industry expect that a candidate will have dozens of different skills such as the ability to think creatively and to manage time, communication skills, networking, project management, effective teamwork. It is possible to form professional skills and Soft Skills in future IT specialists in a traditional classroom. A great deal of methods and technologies can solve the problem of effective training of future IT developers, including blended learning, flipped classroom, problem learning, project method and so on. These methods usually use ICT, e-learning environment (ELE), web resources.

The aim of higher education in IT is to provide quality fundamental knowledge that can serve as a solid foundation for rapidly building commercial IT variables and technological superstructures. It is sometimes difficult for higher educational establishments around the world and their faculty to keep up with new trends, to track changes in commercial technologies of companies-vendors. Programming languages and IT technologies (C#, Java, JavaScript, Python, HTML5 and others) that are supplied by commercial companies develop fast and often unpredictably. There are two tasks before university IT education that will help to ensure proper training of students of IT specialities: one of them is continuous professional development of teachers and to involve certified training centres into learning process, the second is to create a learning environment through which students will be able to develop their professional skills and soft skills.

This article discusses the issue of ELE for training future IT specialists, in particular the design of ELE based on cloud technologies as well as the issue of the efficiency of its use.

2 The Presentation of the Main Research and Explanation of Scientific Results

Ukrainian scientists Bykov V. Yu., Bohachkov Y.M., Panchenko L.F. and others studied the issue of information and education environment of an educational establishment. In particular, Bykov V.Yu. defines the concept of e-learning environment as a kind of learning environment that is specifically designed as simulation and formulated, educational and cognitive, organizational, technological and information and communication environment, which provides necessary and relevant conditions for the effective achievement of the objectives of e-pedagogical systems [1, c.169].

Panchenko L.F. [5, c.78] defines information and education environment of a university as an open multidimensional pedagogical reality that includes psychological and pedagogical conditions, modern information and communication technologies and learning techniques and provides interaction, collaboration, personal development of teachers and students while solving educational problems.

E-learning as “the information environment of an educational establishment which is built on the integration of information data on electronic media, information and communication technologies of interaction that include a virtual library of full-text electronic resources, media materials, structured e-learning courses, which are used
on the basis of a new educational system, media for collaboration and learning management system” considers in [7].

G. McCray came to the conclusion that courses which combine online learning with traditional classroom learning enable students to become more active participants of interactions, using different learning styles by providing a variety of content [13].

K. Graham, in his book “The Blended System of Education: Definition, Current Trends and Future Directions”, gives mainly idealized definition of “hybrid” or “blended” learning environment that is blended learning is an approach to combine different methods of training and resources, to utilize them and to accept them in an interactively meaningful learning environment. Students must have an easy access to a variety of learning resources to apply knowledge and skills with the support of a teacher in the classroom or outside it [13].

Synchronic hybrid environments are technologies of full learning environments which allow students to interact online and in the classroom with each other as well as with an instructor [22].

Foreign researchers Sneha D. and Naharaya J. define virtual learning environment as a system to transfer educational materials to students through Web. These systems contain every student’s profile, means of communication, assessment of tasks and cooperation. It may be available inside and outside the campus 24 hours a day, seven days a week [20].

Tools of virtual learning environment (VLE) support e-learning by giving access to training materials, links, online tools (e.g., electronic notice boards and chat rooms), administration and evaluation tools [9].

The Committee of common information systems defines VLE as a set of components, which enable teachers and students to participate in online interactions of various types, including online training. VLE changes the way students study specific subjects [9].

The most popular, convenient and efficient technology of such an environment is the technology of cloud computing. National Institute of Standards and Technology (NIST) defines cloud computing as follows “Cloud computing is a model to provide a convenient “on demand” access to Internet so that information resources e.g., networks, servers, storage, applications and services were easily accessible with minimal effort to manage and to interact with the supplier” [17].

There are two main types of cloud infrastructures. That is internal and external. In an internal cloud, servers and software are used inside the system in order to form a scalable infrastructure that meets the requirements of cloud computing. In an external cloud environments, providers offer services at the request of an educational establishment. IT support, services and experience will be included in the package, which must work only in providing applications and services.

Services for educational cloud computing represent a growing number of relevant services available online, and is the most innovative and fastest growing element of technology and education. It also promises to provide several services, which will be very useful for students, faculty and staff [18].

The role of cloud computing in higher education should not be underestimated, as higher educational establishments can benefit in getting direct access to a wide range of different academic resources, research programs and manuals [8].
Kiran Yadav suggests the following benefits of cloud computing for educational establishments and students [122]:

1. The personal approach to learning. Cloud computing allows a student to have more options in learning. Using an Internet connected device, students can have access to a wide range of resources and software that meet their interests and learning styles.

2. Reduced costs. Cloud services can help educational establishments to reduce costs and accelerate new technologies to meet the changing needs of education. Students can use free office applications, install and maintain these programs upgraded on their computers but at the same time it provides some commercial applications.

3. Availability. Availability of services is the most important and desirable point for the user who uses educational cloud technologies. You can log in and access the necessary information from any place.

4. The absence of additional infrastructure will increase the number of research centers available for students and will create a global learning environment. There is no need in spending time to think about classrooms and laboratories.

Cloud computing environment provides the necessary foundation to integrate platforms and technologies. It integrates teaching and research resources, which have places, using existing conditions as much as possible to meet the demands of teaching and learning [21].

The term “academic cloud” becomes more and more popular which [7] defines as information and communication technology of education which is built in the principles of cloud technologies and aims at providing education services at educational establishments. “Academic cloud” of a university is a cloud-oriented environment of an educational establishment which combines technical, software and technological, information resources and services and which functions on the basis of technologies of cloud computing and provides academic process of a university by means of a local network of an educational establishment and Internet.

Higher educational establishments mostly use hybrid cloud environments to organize learning process by integrating internal and external cloud. Thus, hybrid cloud-oriented educational environment of a higher educational establishment is the system that combines academic cloud of an educational establishment and external academic clouds based on integration of resources into the educational environment of an educational establishment.

At National University of Life and Environmental Sciences of Ukraine a hybrid cloud-oriented environment was designed to train IT major bachelors. This environment combines internal and external platforms (Fig. 1).

EEE of the university provides IT students with:

- Electronic learning course (ELC) for every subject;
- Electronic books;
- Software to do practical and laboratory activities by means of a virtual desktop;
- Environment to improve practical skills in programming (automatic system ejudge).

The main element of this environment is e-learning course (ELC) based on CLMS system platform Moodle, which places different types of learning resources [4, 15]. To teach IT specialists using a virtual learning environment it is necessary to upload
academic videos, video tutorials, video lectures and other video resources (http://video.nubip.edu.ua). To provide students with academic and research activities, the university has institutional knowledge repository that contains full-text electronic academic and research resources. It is available at elibrary.nubip.edu.ua and can be used by students for self-study. Students have access to a virtual desktop via appropriate links for laboratory or individual work. With virtual desktop DaaS users are able to access necessary applications. All resources, which support every subject, are integrated into an ELC. Efficiency of such an environment studies in [7]; this research states the efficiency increases by 6%, the consent - by 12%, individual work - by 8%, motivation - by 17%.

Fig. 1. The Model of hybrid cloud-oriented environment of a higher educational institution

The incentive of constant practice plays a significant role during the process of training future IT specialists in programming languages and standard algorithms. Therefore, automated system ejudge was integrated into ELE of the university which enables students to get a significant amount of programming tasks as individual work and thus provides automated assessment of their progress.

A systematic use of external academic clouds such as Microsoft, Cisco, IBM is significant to form professional skills and Soft Skills in a future IT specialist. The NULES of Ukraine has a license contract with Microsoft Enrollment for Education Solutions. Students and faculty have access to cloud service Microsoft Office 365 which gives access to different software and services on the platform Microsoft Office, business class email, function for communication and management. Besides, students are advised to use a virtual academy Microsoft Virtual Academy (MVA), educational portal, where there is available interactive academic course in
programming (Fig. 4), complements development, Windows Server 2012, Windows 8, visualization and complements developments for HTML5, Windows i Windows Phone, Microsoft Office365, SQL Server, AzureSystem Center and Microsoft Imagine Academy. To provide students with learning software we have access to Microsoft DreamSpark, that enables students to get a free access to tools of projecting and developing software. Platform Microsoft (Windows) Azure enables students and faculty to develop, doing software in storing data which are primarily placed in distributed data servers.

3 Results of Experimental Research

Students of such specialties as “Computer sciences”, “Programming Engineering” participated in this pedagogical experiment. The pedagogical experiment predicted that students of a control group were offered electronic course to study programming, each theme of this electronic course was presented as a resource “Lesson” which is a structured succession of pages. It is possible to place texts, graphics, video, tests etc there. Students were also offered a resource “Video lesson” which as [11] states is the most effective type of resources for students who study IT. This resource was in the form of screen cast of a certain program or practical implementation of software code of scripts with obligatory texting and audio, which is built according to a certain script. The use of this resource enables students to take academic material individually and, if necessary, to revise the performance that is demonstrated in Video Lesson. All this resulted in achieving maximum effect by using all sources of perception and assimilation of information: visual, auditory and kinetic [14].

The experimental group 1 studied using both electronic academic course and ejudge. Students had access to their own tasks and individually solved problems; results then were sent to be assessed. The assessment was automatically done by the system on predefined criteria. It should be noted that students had several attempts to download tasks, but each next attempt reduced a number of points. Also, the tournament had a fixed time to do tasks. The student could view their progress after doing every task, namely whether it was successfully done, the number of solutions, the number of tests. In the case when the task was successfully done a student could see the number of test that they failed. As a result, automated system ejudge evaluated a student’s work according to criteria such as the number of fully done tasks; the number of tasks with one mistake; the number of tasks with two or three mistakes; the number of errors that exceeded the runtime which indicated that students selected the wrong algorithm (Fig. 2).

Experimental group 2 had additional access to Microsoft Office 365, did a distance course in programming at a Microsoft Virtual Academy, Cisco and had a wide range of professional blogs, communities of IT specialists in social networks, open electronic resources to study programming, different Internet resources.

Courses of network academy Cisco gave students an opportunity to learn functioning of hardware and software components, structure of networks, security problems and methods of solving them, obtain skills to collect and set up a computer, to install operating systems, software, and to identify and correct errors connected
with hardware and software (Fig. 3).
Fig. 4. Course «Introduction to Programming with Python»

Using social networks, IT specialists are able to obtain new knowledge individually because they have open access to professionally-oriented information that is covered in magazines, newspapers, books, videos, blogs, etc., to fast share information with peers who are users of social networks and have common professional interests; to discuss issues on information technology. In addition to social networking sites, there are special professionally orientated in IT sites which contain a large number of manuals, code samples, links to download software, discussion forums, blogs, etc.

The outcomes of progress in “Algorithmic and Programming” of control and experimental groups were measured by means of tests; individual work and motivation was measured by means of observation and surveys. The results of the experiment are presented in Table 1. According to the results of the experiment, individual work increases significantly when students solve problems, fulfil other tasks. Students of experimental groups are more motivated and ready to solve non-standard tasks.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Control group</th>
<th>Experimental group 1</th>
<th>Experimental Group 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Academic progress (average), maximum – 100</td>
<td>64,8</td>
<td>77,5</td>
<td>79,6</td>
</tr>
<tr>
<td>Individual work (high, intermediate, low), %</td>
<td>17; 35; 48</td>
<td>29; 47; 24</td>
<td>48; 35; 17</td>
</tr>
<tr>
<td>Motivation (high, intermediate, low), %</td>
<td>15; 55; 30</td>
<td>34; 58; 8</td>
<td>44; 48; 8</td>
</tr>
</tbody>
</table>

So, this hybrid cloud oriented environment for students of IT specialties, which combined possibilities of electronic learning environment of the university (internal) and external services of Microsoft and Cisco, where the university gained its part of “academic” cloud (externalities) made it possible to develop Soft Skills together with
developing professional skills, namely personal effectiveness (group 1) and communication skills (group 2) according to the classification by Dluhonovych N.A. [2]. Managerial and strategic skills were also developed in groups 1 and 2. If we add to this classification critical thinking skills and information management skills (Group 5), which Indian researcher V. Saravanan [19] highlights, we will receive Soft Skills which are presented in table 2.

Table 2. Classification of Soft Skills

<table>
<thead>
<tr>
<th>Personal progress (group 1)</th>
<th>Communicative skills (group 2)</th>
<th>Managerial skills (group 3)</th>
<th>Strategic skills (group 4)</th>
<th>Skills to manage the information (group 5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ability to set and to achieve the set goals</td>
<td>Ability to team work</td>
<td>Ability to organize a group</td>
<td>Strategic planning</td>
<td>Critical thinking</td>
</tr>
<tr>
<td>Time management</td>
<td>Ability to communicate effectively</td>
<td>Ability to form a team</td>
<td>To make strategic solutions</td>
<td>Ability to analyze the information</td>
</tr>
<tr>
<td>Resistance to stress</td>
<td>Inter-social communication</td>
<td>Ability to form a system of communication in a team</td>
<td>Ability to take risks</td>
<td>Ability to synthesize data</td>
</tr>
<tr>
<td>Responsibility</td>
<td>Ability to solve conflict problems</td>
<td>Ability to motivate team members</td>
<td>Ability to delegate responsibility</td>
<td>Ability to evaluate information</td>
</tr>
<tr>
<td>Creativity</td>
<td>Ability to held talks</td>
<td>Development of leadership skills</td>
<td></td>
<td>Ability to make decisions</td>
</tr>
<tr>
<td>Analytical thinking</td>
<td>Ability to persuade</td>
<td>Formal and non-formal leadership</td>
<td></td>
<td>Lifelong learning skills</td>
</tr>
<tr>
<td>Ability to present</td>
<td>Ability to make group decisions</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The task to identify a number of indicators of students’ personal progress, communicative and managerial skills was set as well as the task to identify the ability of managing the information according to the classification of Soft Skills in Table 2. In particular, in order to determine whether the student is able to manage their time, the groups were given tasks to accurate state the type, beginning time and finish time of the work. In order to identify formal and informal leaders in the group, their abilities to form a group a sociometric technique developed by J. Moreno was used [3]. Students were offered to answer some questions of a socio metric card; the number of options was limited. According to these results the index of grouping was identified which revealed internal emotional atmosphere of a group. Students of
Experimental groups 1 and 2 demonstrated qualities to turn the idea into the ability faster than Control Group. It shows more developed features of personal progress, communication, ability to influence the surrounding people, the ability to foresee the outcome, to manage the process.

Conclusions

The conducted research resulted in designing and utilizing a hybrid cloud oriented environment that integrates the components of university academic cloud such as e-learning courses, electronic tools and electronic manuals, video resources, virtual desktop and environment for automated assessment of tasks in programming; with academic components of Microsoft and Cisco clouds and external cloud services. The efficiency of such hybrid clouds while teaching IT students programming was tested by means of the pedagogical experiment which showed as effective progress (in average by 14%), so the development of Soft Skills necessary for career success of future IT specialists.
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Abstract. This paper analyzes the role of information and communication technology (ICT) and computer modelling in the education of engineering students. Special attention is paid to research-based education and the implementation of new modelling methods and advanced software in student research, including course work, diploma projects, and theses for all student categories, including Doctoral, Master’s, and Bachelor’s. The paper concentrates on the correlation between student research and government priorities and research funding. Successful cases of such correlations with specific description of computer modeling methods for the implementation of prosthetic and robotics research projects are presented based on experiences in the Embedded Control Systems Research Laboratory in the Electrical Engineering and Computer Science Department in the Washkewicz College of Engineering, Cleveland State University, USA.
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1 Introduction

Information and communication technologies (ICT), mathematical modeling, and computer simulation play a significant role in higher education. Most advanced educational systems in the world are oriented toward the implementation of educational processes of modern ICT and software for modelling and simulation in various fields of human activity, including science, engineering, and technology. This approach is required for the efficient training of students at various levels: undergraduates, gradu-
ates, and doctoral students. Many international conferences on ICT and its applications for education are devoted to the use of computer modeling, open-source software, pedagogical e-learning, web-based e-learning, course-centered knowledge management and application in online learning based on web ontology, on-line learning in enterprise education, simulation languages, modeling and simulation for education and training, improving education through data mining, 3D software systems, 3D visualization, wireless communication, experimental teaching of program design, different approaches in teaching programming, web-based computer-assisted language learning, and so on.

It is important that university and IT-industry participants of conferences try to find efficient solutions for the abovementioned computer-modeling-based educational problems. For example, participants from 178 different academic institutions, including many from the top 50 world-ranked institutions, and from many leading IT corporations, including Microsoft, Google, Oracle, Amazon, Yahoo, Samsung, IBM, Apple, and others, attended the 12th International Conference on Modeling, Simulation and Visualization Methods, MSV-2015, in Las Vegas, Nevada, USA.

If IT industry today supports higher education, then tomorrow’s IT-based companies, government research agencies, and national laboratories will obtain the high-quality graduates that they need. New achievements in ICT require continuous tracking by educators, and implementation in education.

Successful introduction of ICT to higher education based on research-oriented education and training is considered and analyzed in this paper. The focus is on the role of computer modeling and simulation in prosthesis and robotics research for increasing student quality, including grading their practical skills, and including efficient professor-student interactions.

2 Literature Analysis and Problem Statement

Many publications are devoted to teaching methods and approaches based on ICT and computer modelling, for increasing the efficiency of their interrelation: qualitative modeling in education [3], computer simulation technologies and their effect on learning [21], opportunities and challenges for computer modeling and simulation in science education [31], web-based curricula [4] and remote access laboratories, computer-based programming environments as modelling tools in education and the peculiarities of textual and graphical programming languages [15], interrelations between computer modeling tools, expert models, and modeling processes [41], efficient science education based on models and modelling [9], educational software for collective thinking and testing hypotheses in computer science [23], and others.

Many publications are devoted to improving teaching efficiency for specific courses by introducing modern ICT and computer modelling technologies. In particular, modelling supported course programs, computer-based modelling (AutoCAD, Excel, VBA, etc.) and computer system support for higher education in engineering [8]; software to enhance power engineering education [32]; computer modeling for enhancing instruction in electric machinery [20]; computer modelling in mathematics
education [37]; GUI-based computer modelling and design platforms to promote interactive learning in fiber optic communications [42]; RP-aided computer modelling for architectural education [33]; teaching environmental modelling; computer modelling and simulation in power electronics education [24]; and a virtual laboratory for a communication and computer networking course [19].

Special attention in the literature [5] is paid to the role of ICT and modeling technology in education and training in the framework of research-based curricula. This educational approach deals first with educational directions such as robotics, mechatronics, and biomechanics (RMBM) [12, 30, 38]. The correlation of RMBM with ICT and modeling are underlined by results such as: a multidisciplinary model for robotics in engineering education; integration of mechatronics design into the teaching of modeling; modelling of physical systems for the design and control of mechatronic systems [38]; biomechanical applications of computers in engineering education [30]; computerized bio-skills system for surgical skills training in knee replacement [6]; computer modelling and simulation of human movement [22]; computer modelling of the human hand [17]; and design and control of a prosthesis test robot [26, 27].

The main aims of this paper are given as follows.
(a) Description and analysis of research-based education based on the experience in the Embedded Control Systems Research Laboratory at the Electrical Engineering and Computer Science Department at the Washkewicz College of Engineering at Cleveland State University (CSU), USA, with a focus on undergraduate, graduate, and doctoral student participation in prosthesis and robotics research, which is funded by the US National Science Foundation (NSF);
(b) Analysis of applied ICT and modeling technologies and advanced software, as well as their implementation in student research, including course work, diploma projects, and Doctoral, Master’s, and Bachelor’s theses;
(c) Focus on the correlation between student research and government science priorities based on successful cases of ICT and advanced modelling implementation in US government-funded prosthesis research, with particular focus on undergraduate, graduate, and doctoral student participation in prosthesis and robotics research.

The rest of this paper is organized as follows. Section 3 presents a general description of the prosthesis research project granted by the US NSF. In Section 4 the authors consider the implementation of ICT in prosthesis and robotics research at CSU. The paper ends with a conclusion in Section 5.

3 NSF Project “Optimal Prosthesis Design with Energy Regeneration” for Research-Based Education

CSU’s research project “Optimal prosthesis design with energy regeneration” (OPDER) is funded by the US NSF (1.5M USD). Professors and students from the Department of Electrical Engineering and Computer Science, and the Department of Mechanical Engineering, are involved in research according to the project goals, which deal with the development of: (a) new approaches for the simulation of human limb control; (b) new approaches for optimizing prosthetic limb control, capturing
energy during walking, and storing that energy to lengthen useful prosthesis life; (c) prosthesis prototype development.

The human leg transfers energy between the knee, which absorbs energy, and the ankle, which produces energy. The prosthesis that results from this research will mimic the energy transfer of the human leg. Current prostheses do not restore normal gait, and this contributes to degenerative joint disease in amputees. This research will develop new design approaches that will allow prostheses to perform more robustly, closer to natural human gait, and last longer between battery charges.

This project forms a framework for research-based education. Doctoral, graduate, and undergraduate students are involved in research such as: the study of able-bodied gait and amputee gait; the development of models for human motion control to provide a foundation for artificial limb control; the development of electronic prosthesis controls; the development of new approaches for optimizing prosthesis design parameters based on computer intelligence; the fabrication of a prosthesis prototype and its test in a robotic system; the conduct of human trials of the prosthesis prototype.

The role of student participation in all aspects of the research is significant for increasing their qualifications for their careers, for presentations at conferences, for publishing in journals, and for research with professors who can help them be more successful in building their future careers in industry or academia. In the next section we describe the student contribution to prosthesis and robotics research at CSU.

4 Student contributions to prosthesis and robotics research

Seven cases of student research in the framework of the OPDER project are described in this section.

**Evolutionary Optimization of User Intent Recognition for Transfemoral Amputees.** Powered prostheses can help amputees handle multiple activities: standing, level walking, stepping up and down, walking up and down a ramp, etc. For each walking mode, a different control strategy or control gains are used to control the prosthesis. It is important to infer the user’s intent automatically while transitioning from one walking mode to another one, and to subsequently activate the suitable controller or control gains. Pattern recognition techniques are used to address such problems.

In this research, mechanical sensor data are experimentally collected from an able-bodied subject. Collected signals are processed and filtered to eliminate noise and to handle missing data points. Signals reflecting the state of the prosthesis, user-prosthesis interactions, and prosthesis-environment interactions are used for user intent recognition. Principal component analysis is used to convert data to a lower dimension by eliminating the least relevant features. We propose the use of correlation analysis to remove highly correlated observations from the training set.

We use K-nearest neighbor (K-NN) as a classification method. K-NN is modified and optimized with an evolutionary algorithm for enhanced performance. In the modified K-NN, the contribution of each neighbor is weighted on the basis of its distance to the test point, and the history of previously classified test points is considered for classification of the current test point. This modification leads to better performance
than standard K-NN. Optimization techniques can be used to tune the parameters and obtain a classification system with the highest possible accuracy. We choose biogeography-based optimization (BBO) as the evolutionary optimization algorithm for this purpose. The optimization problem is to minimize the classification error.

We use MATLAB to implement user intent recognition. BBO is a stochastic algorithm, so it requires several runs to optimize the parameters. The optimization process may take multiple days, so we use parallel computing to reduce the optimization time from 7.77 days to about 20 hours [11]. To test the proposed method, multiple sets of experimental data were collected for various gait modes: standing (ST), slow walking (SW), normal walking (NW), and fast walking (FW). Fig. 1 illustrates the experimental setup for able-bodied subjects. Hip and ankle angles, ground reaction force (GRF) along three axes, and hip moment, comprise the six input signals which were used for user intent recognition. Fig. 2 shows an example of test data for a walking trial lasting approximately 18 seconds, which included different walking modes.

Fig. 1. Experimental setup: data collection for able-bodied subjects

Fig. 2. Sample test data showing four different gait modes and transitions: ST (standing), SW (slow walk), NW (normal walk), and FW (fast walk)

Fig. 3 shows the performance of the classifier using both simple K-NN and optimized K-NN. Classification error for optimized K-NN is 3.6% which is improved from 12.9% with standard K-NN.

In conclusion, K-NN was modified to enhance the performance of a user intent recognition system. An evolutionary algorithm was applied to optimize the classifier parameters. Experimental data was used for training and testing the system. It was shown that the optimized system can classify four different walking modes with an accuracy of 96%. The code used to generate these results is available at http://embeddedlab.csuohio.edu/prosthetics/research/user-intent-recognition.html. Further details about this research can be found in [11].
We propose a nonlinear robust model reference adaptive impedance controller for a prosthetic leg. We use an adaptive control term to compensate for the uncertain parameters of the system, and a robust control term so the system trajectories exhibit robustness to variations of ground reaction force (GRF). The algorithm not only compromises between control chattering and tracking performance, but also bounds parameter adaptation to prevent unfavorable drift. The acceleration-free regressor form of the system removes the need to measure joint accelerations, which would otherwise introduce noise in the system. We use particle swarm optimization (PSO) to optimize the design parameters of the controller and the adaptation law. The PSO cost function is comprised of control signal magnitudes and tracking errors.

The prosthetic component is modeled as an active transfemoral (above-knee) prosthesis. This model has a prismatic-revolute-revolute (PRR) joint structure. Human hip and thigh motion are emulated by a prosthesis test robot. The vertical degree of freedom represents human vertical hip motion, the first rotational axis represents angular thigh motion, and the second rotational axis represents prosthetic angular knee motion [26, 27]. The three degree-of-freedom model can be written as follows [36]:

$$M\ddot{q} + C\dot{q} + g + R = u - T_e$$  \hspace{1cm} (1)

where $q^T = [q_1 \ q_2 \ q_3]$ is the vector of generalized joint displacements ($q_1$ is the vertical displacement, $q_2$ is the thigh angle, and $q_3$ is the knee angle); $u$ is the control signal that comprises the active control force at the hip and the active control torques at the thigh and knee; and $T_e$ is the effect of the GRF on the three joints.

The contribution of this research is a nonlinear robust adaptive impedance controller using a boundary layer and a sliding surface to track reference inputs, in the presence of parameter uncertainties. We desire the closed-loop system to provide near-normal gait for amputees. Therefore, we define a target impedance model with characteristics that are similar to those of able-bodied walking:

$$M_r(\ddot{q}_r - \ddot{q}_d) + B_r(\dot{q}_r - \dot{q}_d) + K_r(q_r - q_d) = -T_e$$  \hspace{1cm} (2)

where $q_r$ and $q_d$ are the state of the reference model and the desired trajectory respectively. Since the parameters of the system are unknown, we use a control law [36]

$$u = \ddot{\hat{M}} \hat{v} + \hat{C} \dot{v} + \ddot{\hat{g}} + \hat{R} + \hat{T_e} - K_d \text{sat}(s/\text{diag}(\varphi))$$  \hspace{1cm} (3)

where the diagonal elements of $\varphi$ are the widths of the saturation function; $s$ and $v$ are error and signal vectors respectively; $\ddot{\hat{M}}, \hat{C}, \ddot{\hat{g}}, \hat{R},$ and $\hat{T_e}$ are estimates of
$M, C, g, R,$ and $T_e$ respectively. The control law of Eq. (3) comprises two different parts. The first part, $\hat{M} \dot{v} + \hat{C}v + \hat{g} + \hat{R}$, is an adaptive term that handles the uncertain parameters. The second part, $\hat{T}_e - K_d \text{sat}(s/\text{diag}(\varphi))$, satisfies the reaching condition and the variations of the external inputs $T_e$.

We use PSO to tune the controller and estimator parameters. PSO decreases the cost function (a blend of tracking and control costs) by 8%. We suppose the system parameters can vary $\pm 30\%$ from their nominal values. Fig. 4 compares the states of the closed-loop system with the desired trajectories when the system parameters vary. The MATLAB code used to generate these results is available at http://embeddedlab.csuohio.edu/prosthetics/research/robust-adaptive.html [2].

![Fig. 4. Tracking performance for the joint displacements and velocities](image)

**Hybrid Function Approximation Based Control for Prosthetic Legs.** The combination of a prosthesis test robot and a prosthesis and how their respective controllers could be combined to yield a coupled stable controller is addressed in this research. The prosthesis test robot was assumed to be controlled by a regressor-based controller while the prosthesis was assumed to be controlled by a regressor-free controller. We address this problem by first defining a framework on which two controllers could be combined where the controllers are indirectly dependent on each other. We propose a
theorem that yields a stable robotic system by the combination of the prosthesis test robot and the prosthesis leg.

The mathematical proof depends on using the open loop dynamics of the system to develop the closed loop system dynamics using the control law developed in the theorem. We then employ a Lyapunov function to verify the stability of the robotic system with the proposed controller. We also evaluate the transient response of the system by evaluating the upper bounds for both the Lyapunov function and the error vector.

We use MATLAB/Simulink to model the robotic system and then simulate the system’s behavior when the proposed controller is applied; see Fig. 5 and Fig. 6.

Results show that the controller is able to drive the system to a desired state. Fig. 5 shows good tracking of the reference trajectories which is desired. However, Fig. 6 shows that the control signals $u_2$ and $u_3$ are too large to be implemented on the robotic system in real-time as it will lead to damage of equipment; additional research is needed to reduce the control signal magnitudes.

In conclusion, the simulation results show that the combination of two different robotic systems with different control schemes is possible, which is further verification of the stability proof. The simulation results help us investigate implementation of an environmental interaction controller to trade off tracking accuracy and reaction force magnitudes, hence reducing the control signal magnitudes.

The MATLAB code that was used to generate these results can be downloaded from http://embeddedlab.csuohio.edu/prosthetics/research/hybrid-fat.html [7].

**System Identification and Control Optimization of a Prosthetic Knee.** A Mauch SNS knee has been attached to an EMG-30 geared DC motor as our active leg prosthesis. The Mauch SNS knee is a widely-used passive prosthesis; we have modified it by removing the damper connection and driving it with our DC motor. Our work provides a conceptual approach for the system identification, control optimization, and implementation of an active prosthetic knee during swing phase.

To apply velocity control to the system, Proportional-Integral-Derivative control (PID) is used due its effectiveness in a wide range of operating conditions, its func-
tional simplicity, and its ease of use with embedded systems technology. The goal is to investigate the behavior of PID parameters with respect to shank length. To achieve this goal we have to find a model for the prosthetic leg. We use heuristic algorithms and gradient algorithms to identify model parameters and tune the PID controller. Particle Swarm Optimization (PSO), BBO, and Sequential Quadratic Optimization (SQP) [16, 18, 29, 34] are used for identification and tuning.

Hardware setup includes a PC connected to a Quanser® DAQ card. MATLAB with Quanser Quarc software for real-time connectivity, and DAQ hardware; see Fig. 7. The DAQ system delivers an analog control signal to a servo amplifier to drive the EMG30 DC motor. The encoder sends signals through two digital channels. We use a quadrature encoder which has the ability to sense rotational direction.

Numerical differentiation is usually used to obtain angular velocity by differentiating the encoder signal [39]. This technique leads to a distorted signal due to encoder resolution. So a Kalman filter is instead designed to estimate the angular velocity.

The DC geared motor and the Mauch SNS joint are described mathematically [10]. Simulink is used to implement the models. In order to find model parameters, each optimization algorithm executes 20 times. The DC motor mode and Mauch knee joint model are combined to form the active prosthetic leg model. We also conducted a sensitivity analysis test for PSO and BBO.

The active prosthetic knee model and PID are used to build a closed-loop feedback system. To investigate PID controller parameter behavior with respect to shank length, we use optimization algorithms to tune controller parameters ($K_p$, $K_i$ and $K_d$).

Results show that for model parameter identification, PSO gives the best optimization results, and BBO gives better average overall performance than SQP. For PID tuning, BBO achieves the best average overall performance, but PSO shows the fastest average convergence. Finally, we see that increasing shank length results in an increase in the optimal proportional gain, and a decrease in the optimal differential and integral gains as shown in Fig. 8.
Ground Reaction Force Estimation with an Extended Kalman Filter. A method to estimate GRF in a robot/prosthesis system is presented. The system includes a robot that emulates human hip and thigh motion, and a powered prosthesis for transfemoral amputees, and includes four degrees of freedom: vertical hip displacement, thigh angle, knee angle, and ankle angle. A continuous-time extended Kalman filter (EKF) [35] estimates the states of the system and the GRFs that act on the prosthetic foot.

The system includes eight states: $q_1$ is vertical hip displacement, $q_2$ is thigh angle, $q_3$ is knee angle, $q_4$ is ankle angle, and their derivatives. Horizontal and vertical GRF is applied to the toe and heel of a triangular foot. The ground stiffness is modeled to calculate GRF. The initial state $x(0)$ is obtained from reference data, and we randomly initialize the estimated state $\hat{x}(0)$ to include estimation error. The diagonal covariance matrices of the continuous-time process noise and measurement noise are tuned to obtain good performance.

Results are shown in Fig. 9. Although significant initial estimation errors are present for displacements and velocities, the EKF converges to the true states quickly.
Electronic Energy Converter Design for a Regenerative Prosthetics. Prosthetic models use ideal electromechanical actuators for knee joints, which do not include energy regeneration. In order to focus on energy regeneration, a voltage source converter is designed to interface an electric motor to a supercapacitor.

A converter was designed to resemble a typical H-bridge motor driver. The voltage converter control system allows power to flow from the motor to the capacitor (motor mode) and from the capacitor to the motor (generator mode). During motor mode, the voltage converter's control system modulates the voltage applied to the motor using two circuits; one with the capacitor connected (powering the motor from the capacitor) and one with the capacitor disconnected (shorting the motor connection through the H-bridge). During generator mode, the voltage converter control system changes the impedance connected to the motor using two circuits; one with the capacitor connected (charging the capacitor) and one with the capacitor disconnected (allowing the motor to move with less resistance from the electronics). The circuit and motor were modeled with state space equations using MATLAB and Simulink software.

Two controllers were designed for the voltage converter. Both controllers use reference knee torque from control signals in the mechanical model with an ideal actuator at the knee. The first controller, a PD (proportional-derivative) controller, compares reference torque to the torque generated by the motor and voltage converter. The controller uses the comparison between reference and simulation data to determine switching between connecting and disconnecting the capacitor and motor. The switches use measured velocity to determine the direction of motor rotation. The controller uses direction, mode, and torque error to provide correct modulation. The second controller, an artificial neural network, follows the same logic as the PD controller. The controller gains were optimized with BBO. The optimized controller was able to track the reference torque with root mean square (RMS) error of 1.35 Amps as shown in Fig. 10. As can be seen in Fig. 11, the system was able to store 17.6 Joules in the capacitor bank. The results from the motor and voltage converter simulation show that it may be possible to gain energy through a normal stride. The energy gained would allow a prosthesis to operate longer than current powered prostheses.

![Fig. 10. Tracking a reference current for the knee joint with a motor and voltage converter](image-url)
Fuzzy Logic for Robot Path Finding. This research deals with fuzzy logic to find a path for mobile robots that move in environments with obstacles, when the robot does not have prior information about the obstacles.

The radar of the robot returns a fuzzy set based on the distance $L_i$ from obstacle $i$ (see Fig. 12): $\mu_i^\varphi(\varphi_i) = \frac{L_i}{L_{\text{max}}}$. The robot finds the angle between its position and the target position, which we call $\alpha$. If the robot moved in the $\alpha$ direction in an obstacle-free environment it would follow a direct line to the target. However, there are obstacles in the path. To find a safe path around the obstacles, we introduce a Gaussian fuzzy set [13, 14, 25, 40] which has a maximum value at $\alpha$ as follows:

$$
\mu_i^\varphi(\varphi_i) = e^{-\frac{(\varphi_i - \alpha)^2}{2\sigma^2}}
$$

We combine $\mu_i^\varphi(\varphi_i)$ and $\mu_i^\psi(\psi_i)$ to obtain a new fuzzy set, $\mu_i^\psi(\psi_i)$, shown in Fig. 13.

$$
\mu_i^\psi(\psi_i) = \min(\mu_i^\varphi(\varphi_i), \mu_i^\psi(\psi_i))
$$

The movement direction then is $\varphi$, which is the maximum point in $\mu_i^\psi(\psi_i)$, which we call $A$. If the robot moves in $\varphi_A$, it will touch the obstacles. To solve this problem we introduce a new fuzzy set that has the value 1 in a range of 180 degrees around $\varphi_A$:

$$
\mu_i^\theta(\varphi_i) = \begin{cases} 
1 & \varphi_i < \varphi_{A+\varphi_0} \text{ and } \varphi_i > \varphi_{A-\varphi_0} \\
0 & \text{otherwise}
\end{cases}
$$

Fig. 11. The energy gained during one stride of gait with a motor and voltage converter

Fig. 12. (a) A polar radar map in the presence of an obstacle, and (b) its transformation to Cartesian coordinates
In the next step we defuzzify $\mu^w(\varphi_i) \ast \mu_1^1(\varphi_i)$ using center of mass [28], which is shown in Fig. 13.

![Fig. 13. Highlighted area is $\mu_i^w(\varphi_i)$](image)

Simulations confirm that the proposed approach provides reliable output. In different layouts and robot positions and target positions, the robot was able to find a path to the target point without touching any obstacles; see Fig. 14.

![Fig. 14. Fuzzy path planning results: the red line is the robot path from start to target.](image)

5 Conclusions

The authors have described university student training. The description has focused on student participation in the US NSF project “Optimal prosthesis design with energy regeneration” and the application of ICT and modelling technologies.

Several factors play an important role in the results of this paper. Student research requires skill in programming and software, and a broad theoretical knowledge in
computer science, and mechanical, electrical, and control engineering. Students used MATLAB, Simulink, and toolboxes (Optimization, Fuzzy Logic, etc.), and programming in C and C++. The software used for robot trajectory planning research was designed and written by students in C++, and the GUI was designed using Qt and OpenGL. Standard libraries were used to make the software cross-platform.

The most important foundation for student research is theoretical knowledge in fundamental and elective disciplines such as Circuits, Linear Systems, Control Systems, Nonlinear Control, Machine Learning, Artificial Intelligence, Intelligent Controls, Optimal State Estimation, Optimal Control, Embedded Systems, Robot Modeling and Control, Probability and Stochastic Processes, Population-Based Optimization, and Prosthesis Design and Control, which provides a basic understanding of human biomechanics and lower-limb prosthesis design and control. These courses played a vital role in the proper grounding of basic and advanced ICT and control theory for robotic and prosthetic leg research. The facilities at CSU and funding from the NSF significantly helped in furthering student research-based education.

Finally, student participation in government-sponsored research, student exchanges of research experiences with each other, and publication of research results in high-caliber journals and conferences [1, 2, 7, 11, 16, 26], provide students with effective training and self-confidence in their higher education. Research-based education also allows students to obtain practical experience as research assistants, with corresponding responsibilities in the development and implementation of research projects.

Student participation in real-world research significantly influences their engineering and research qualifications by: (a) giving them a strong understanding of ICT and engineering concepts that are covered in corresponding courses; (b) giving them practical experience and the ability to apply theoretical knowledge; (c) giving them the opportunity to learn technical material independently; (d) helping them improve fundamental skills to apply in other research in their future; (e) providing them with a rich interdisciplinary research environment; and (f) providing them with an understanding of concepts both familiar and unfamiliar. Through extensive literature review and actively seeking ways to solve research problems, students are prepared to make meaningful future contributions to the field of ICT and control engineering.
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1 Introduction

Many countries are reforming their science and technology systems to implement the recent advanced achievements of distinguished researchers from their own country and abroad in higher education [10, 13, 14]. At the same time, those of us directly involved in the reform process realize that some countries are deficient in devising genuine exchange programs, both within the country and abroad.

During the last few decades, university and industry researchers from different countries have paid much attention to the modification and development of new artificial intelligence techniques and optimization methods, especially for control and decision making systems [17, 21, 26, 27, 33, 38, 43]. Many international conferences, congresses, symposia, and seminars are specifically devoted to the needs of inter-university and university-industry cooperation [22, 40] in the field of soft computing, fuzzy systems, evolutionary optimization, and artificial neural networks, which allow for the solution of many practical tasks that include uncertainty. These research efforts include the development of new theoretical methods, advanced devices and equipment, joint research projects, joint publications, the incorporation of research results in university curricula, and so on, and also include the determination of the
most efficient means by which these goals can be achieved. Many publications in the educational field are devoted to the following topics.

(a) Using modern information and communication technology (ICT) in training processes [7, 8, 23, 24, 39], and developing new teaching methods, infrastructures, and software for ICT education and application;

(b) Creating university curricula [29, 30, 31, 32, 42] with balance between theoretical and practical components, and with possibilities for modification in the near future according to new requirements and developments;

(c) Developing new teaching methods and tools for on-line learning [13, 14];

(d) Using modeling and simulation techniques [34] for the investigation of the different dynamic and uncertain processes in education.

The optimization of fuzzy algorithms and systems opens up opportunities for cooperation and collaboration between scientists from different countries. At the same time, university curricula needs constant modification based on new research results in the fields of ICT and computer science to improve the quality of student training. This modification must take into account the dynamics of society’s economic development, regional peculiarities, the increasingly intellectual level of technological and production processes, the complexity of market relations and the labor market, and the globalization and internationalization of societies and educational systems [1, 2, 3, 6, 25]. Such constant modification is possible by introducing new fundamental and elective courses, or by content modification of existing courses, taking into account that the present educational systems in many countries allows for elective courses.

The aim of this paper is to review the analysis and evaluation of modern educational approaches for creating and modifying university curriculum in the sphere of ICT, artificial intelligence, evolutionary optimization, automatic control, decision-making, and intelligent robotics. These educational approaches correspond to the recent results in research and science, and are based on the authors’ experience in the Department of Electrical Engineering and Computer Science at Cleveland State University (CSU) in Cleveland, Ohio, USA [44], and the Department of Intelligent Information Systems at Petro Mohyla Black Sea State University (BSSU) in Mykolaiv, Ukraine [45].

The rest of this paper is organized as follows. Section 2 deals with related works and section 3 presents a classification approach to advanced scientific and engineering achievements. Section 4 considers the most efficient methods for curriculum modification. Section 5 is devoted to approaches for knowledge transfer, and Section 6 discusses evaluation. Section 7 provides some concluding remarks.

2 Related Works

Here we consider current research in curriculum development education challenges [35, 41, 42]. Some research is devoted to the modification of well-known educational approaches, but some is devoted to the development of new approaches based on the results in ICT and educational methodology [7, 8, 23, 24]. The overview, analysis, interconnection, and correlation of general education reform and the computer revolution is given in [10, 23, 35, 42]. Previous research includes investigations into the role
of inquiry as an organizing theme for science curricula [1], the anatomy of narrative curricula [4], the advantages of problem-based curricula [6], the correlation of course and curriculum design with learning outcome assessment at the course and curricular levels [5], the suitability, evolution, and impact of online learning, especially in ICT [13], and the issues, challenges, and opportunities for internet-based curriculum and individual courses [2].

Particular attention in the scientific literature has been devoted to the problem of interdisciplinary research and education, the development of integrated engineering curricula [12] with links between distinct disciplines, new approaches for teaching ICT to the next generation of students [25], embedding employability into curricula [16], and efficient approaches to internationalize university curricula [26]. Other research includes investigations into research-based curricula in response to needs from government agencies and members of the research community [3].

Curriculum modification according to current research is common but different (in some aspects) among various countries, so it is important to share best practices at the international level. The education community needs a wide spectrum of approaches and tools to increase the quality of university graduates and to imbue them with modern knowledge at each stage of their training, based on the latest theoretical and experimental research.

3 Research that Significantly Impacts Higher Education

Here we consider several items due to their significant influence on the higher education and training of graduate students. These items are all related to scientific and engineering research, and can be divided in 4 categories.

1. New directions and recent achievements in science and technology:
   a) New theoretical results, including methods, models, algorithms, principles, approaches, etc. [18, 26, 27, 37, 38, 43] (e.g., biogeography-based optimization, invasive weed optimization, and other evolutionary optimization methods; new reliability assessment methods for critical computer systems; etc.).
   b) New experimental results that demonstrate theory or scientific phenomena in simple and informative ways (e.g., thermoacoustic engines, ecopyrogenesis, intelligent robots, etc.).

2. Recent products of advanced industrial manufacturing:
   c) New devices with improved characteristics and properties that allow investigation into scientific phenomena, and that extend the number of experimental modes for experiments related to hydrodynamics, thermodynamics, electrohydraulics, electromagnetics, nanotechnology, and others (e.g., NAO humanoid robot, IMS radiation detection based on gamma ray spectrometry and the Nerva LG robot, etc.).
   d) New electronic components, sensors, and materials that can be used to design next-generation devices (e.g., new slip displacement sensors, FPGA-based controllers and electronic devices, etc.).

3. New software solutions developed by leading and advanced IT companies:
e) New computer-aided design (CAD) software, including 2D and 3D CAD software, that enables new levels of design processes in computer science, computer engineering, device design, machine design, ship design, and other important manufacturing fields (e.g., Active-HDL, Siemens PLM Software, parcel shipping software, etc.).

f) New information and communication technologies for industrial applications and domestic use, including IoT - the internet of things (e.g., Verizon IoT Solutions, Cisco IoT System, etc.).

4. Recent achievements in education based on the modern information and communication technologies:

g) New software and information technologies for teaching more efficiently, testing student knowledge, modeling object behavior in uncertain environments, control, identification, and decision making in education (e.g., e-learning and e-testing information technologies, etc.).

h) New educational methods using the internet to increase motivation and educational efficiency, to teach students to train themselves, and to apply current international standards to education (e.g., miscellaneous electronics and software - MPLAB from Microchip – for the course “Embedded Systems”, etc.).

Information about the above items can be obtained by students and teachers from various sources, including the following.

a) Publications in the scientific literature, including articles in international and domestic journals, chapters in monographs and edited books, and abstracts in conference proceedings (e.g., the journals Information Sciences, Kybernetes, etc.).

b) Articles in internet journals with both open access and registration access, chapters in e-books, electronic textbooks, and e-monographs (e.g., open access journals in engineering & computer science, Applied Computing and Informatics, etc.), the journal Sensors & Transducers, Elsevier journals, etc.).

c) Patents from various countries, such as the US, Ukraine, and international (multi-country) patents, with detailed information about new methods of signal processing and new technical solutions for devices in various fields of human activity (e.g., U.S. Patent No.8467921, 2013; Ukraine Patent No. 106288, 2016; etc.).

d) Presentations at conferences, congresses, symposia, and seminars, which in many cases include new and first-hand research results and pre-print material (e.g., ACC 2016, WConSC 2016, CDC 2016, etc.).

e) Industrial reports about new results and achievements that are obtained from industry, associations, or industrial consortia (e.g., NAICS Industry Report Collection, Industrial Report on Samsung Electronics’ Processor Exynos, etc.).

f) International and domestic exhibitions of new devices and equipment in various scientific arenas, including new ICT technologies (e.g., Smart City Expo, NANOTECH: Advanced Materials & Applications, etc.).

g) International and domestic research projects that are financially supported by agencies such as the US National Science Foundation, NASA, the Fulbright Program (USA), the Tempus and Erasmus Programs (European Union), DAAD, DFG (Germany), Ministry of Education and Science (Ukraine), etc. [44, 45].
h) Newsletters from professional associations with recent information about new achievements, events, and activities, such as IEEE Spectrum newsletters (Institute of Electrical and Electronics Engineers), the IFAC Newsletters (International Federation of Automatic Control), the Sens2B (Sensor to Business) Newsletter, the E-Letter on Systems, Control, and Signal Processing from the IEEE Control Systems Society, the Medallion e-Newsletter from the PBD Honor Society for International Scholars, etc.

i) Web portals of engineering companies, consortia, and professional associations, such as the smart sensors web portal of the IFSA (International Frequency Sensor Association), web portal of Aldec, Inc. (The Design Verification Company), and others.

4 Research-Based Modification of University Curriculum

Usually a university curriculum consists of a list of year-by-year subjects for student learning, which includes vertical and horizontal relationships and correlation [44, 45]. For example, curricula for undergraduate study at the Department of Electrical Engineering and Computer Science (EECS) in the Washkewicz College of Engineering (WCE) at Cleveland State University are shown in Fig.1 (Bachelor of Science in Computer Science - BSCS) and in Fig. 2 (Bachelor in Electrical Engineering - BEE) [44]. CSU’s curricula for the BEE, BSCS, and Bachelor in Computer Engineering (BCE) degrees are approved by the Accreditation Board for Engineering and Technology (ABET). Fig. 1 and Fig. 2 include different notations for required courses, core courses, and electives, as well as interrelations between courses, such as Pre-requisite, Co-/Pre-requisite, and Co-requisite.

Analysis of the possibilities for university curriculum modification according to new research results allows us to classify and discuss (using CSU examples) the following educational methods and approaches, which are directed to the improvement of the graduates’ qualifications, and which promise to imbue them with modern knowledge in the field of science, engineering, and technology.

New specializations for existing Master of Science programs. New specializations allow CSU to take into account the newest research in science and engineering, and to specify required courses according to new engineering knowledge. For example, specializations in the modern science of nanotechnology have been included in the academic programs of several universities in various countries. The following areas of specialization are offered for graduate study and research in the Master of Science in Electrical Engineering (MSEE) program in the Department of Electrical Engineering and Computer Science (EECS) at CSU.

a) Communication Systems
b) Computer Systems
c) Control Systems
d) Power Electronics and Power Systems
e) Nanobiotechnology
Developing a new Master of Science program. The first example here is the Master of Science in Software Engineering (MSSE) program at Cleveland State University, which is the first of its kind in Ohio, USA. The program introduces students to current and best practices and is based on the recent achievements in the engineering of
software systems. A distinguishing feature of the program is its emphasis on the architecture, design, quality, management, and economic aspects of software engineering. The program exposes students to new technological developments in an advancing field, and teaches them how to apply their advanced knowledge in the workplace. Graduates meet the modern demands of industry and the needs of information technology professionals, in general, and software engineers, in particular. The second example deals with the computer science track in the Master of Science in Computer Science (MSCS) program at CSU. This track emphasizes the study of computing using the latest technologies, and the graduates of the program are prepared for immediate employment in business, industry, and government, or can pursue higher studies in the discipline. BSSU’s MSCS program is preparing the new specialization Methods of Artificial Intelligence.

**Doctor of Engineering (DRE) Programs and PhD Programs.** PhD Programs in the United States are often theoretical programs which consist mostly of theoretical courses and research. The PhD thesis is a work with a theoretical hypothesis, proposals, and mathematical theorems that are supported, proven, and confirmed by modeling and simulation. The DRE thesis usually includes new models and algorithms for solving specific engineering problems. Compared to PhD programs, DRE programs are more practical, experimental, and industrially oriented.


**Modification of existing courses with new content and teaching methods based on modern software.** Here we consider the example of adjusting the content of a Control Systems course by including a new section on Fuzzy Control based on the recent research results, and using the MATLAB Fuzzy Logic Toolbox (Fig. 3) to model control system behavior in different modes and with various disturbances. The teaching approach in the EECS department establishes a spiral framework in which key concepts are revisited at increasing levels of sophistication and interconnection.

**New case studies and examples in flexible courses.** This approach applies to flexible courses such as Fundamentals of Research Investigations (BSSU, Ukraine), and Writing in Electrical Engineering (CSU, USA). Many engineering examples can be used to teach flexible courses, so it is easy for the instructor to consider new modern
engineering examples while taking into account new achievements in the field of electrical and computer engineering, intelligent information systems, and robotics.

**Fig. 3.** Design of Mamdani-type fuzzy PID-controller (FPID) using the MATLAB Fuzzy Logic Toolbox: (a) the structure of the FPID controller; (b) Fuzzy rule editor

**New research directions for (a) theses, (b) dissertations, and (c) course projects.** Topics of student theses, dissertations, and course projects at CSU and BSSU deal with new research in the field of robotics, artificial intelligence, and control systems, as well as with the current research in the corresponding departments. For example, the EECS department (CSU) received research grants from the US National Science Foundation, Cleveland Clinic, Innovative Developments, Ford Motor Company, American Diabetes Association, and Electronics and Telecommunications Research Institute. BSSU received research grants from the European Commission for TEMPUS for the project Model-Oriented Approach and Intelligent Knowledge-Based System for Evolvable Academia-Industry Cooperation in Electronics and Computer Engineering (2013–2016). Thesis and dissertation research topics include Bio-Inspired Optimization of Ultra-wideband Patch Antennas Using Graphics Processing Unit Acceleration, Applications of Sliding Mode Controller and Active Disturbance Rejection Controller to a PMSM Servo System, and Evolutionary Optimization of Atrial Fibrillation Diagnostic Algorithms.

**ICT for lectures and demonstrations.** Multi-media plots and program code are efficient ways for introducing ICT and software. For example, consider the lectures concerning optimal state estimation methods [37]. MATLAB plots and demonstrations of the pseudo code are presented in Figs. 4 and 5 for the CSU course Optimal State Estimation.

**Teaching and learning in academic consortia.** Integrated processes between different universities and colleges is a powerful means for education reforms [10, 34]. Academic consortia allow cross registration (multi-vector) continuous education. The terms “cross registration” and “multi-vector education” mean that students are offered the possibility for parallel study at their home University and elective courses according at other universities [19]. The objective of multi-vector education is to create con-
ditions for the study of both foundational courses and elective courses to meet student inclinations, abilities, aspirations, and desires.

Any curricular innovation based on ICT should be supported by software facilities. For example, the relationship between disciplines and software in the EECS department at CSU can be seen in Table 1, Fig. 1, and Fig. 2.

```matlab
function DiscreteKFEx1(N)
    % Discrete time Kalman filter for position estimation of a Newtonian system.
    % This example illustrates the effectiveness of the Kalman filter for state estimation. It also shows how the variance of the estimation error propagates between time steps and decreases as each measurement is processed.
    % INPUT: N = number of time steps.
    if ~exist('N', 'var')
        N = 6;
    end
    T = 5; % time between measurements
    sigma = 30; % position measurement standard deviation
    R = sigma^2;
    P0 = [100 0 0; 0 10 0; 0 0 1]; % initial state estimate uncertainty
    A = [0 1 0; 0 0 1; 0 0 0]; % continuous-time system matrix
    H = [1 0 0];
    F = [1 T T^2/2; 0 1 T; 0 0 1]; % state transition matrix
    x = [1; 1; 1]; % initial state
    xhat = x; % initial state estimate
    Q = zeros(3,3);
    Q(3,3) = 0.01;
    posArray = zeros(1, N);
    xhatArray = zeros(3, N);
    yArray = zeros(1, N);
    Pplus = P0;
    Varminus = zeros(1, N);
    Varplus = P0(1,1);
    KArray = zeros(3, N);
    for k = 1 : N
        ...
    end
end
```

**Fig. 4**: Sample MATLAB code for CSU’s Optimal State Estimation course

5 **Efficient Knowledge Transfer**

In this section we classify the most efficient ways, according to authors’ point of view, for knowledge transfer using various combinations: teacher–student, student–student, student–student team, and teacher group–student group. We consider these approaches mostly using examples from CSU.

**Invitation of visiting professors.** Usually, visiting professors present individual specialties, for example Fuzzy Modeling and Control, Decision Making in Uncertainty, Optimal State Estimation, Intelligent Sensors, Robotics, Biomechanics, Mechatro-
nics, etc. This is an efficient way to give students new knowledge based on research results within the framework of regular classes or special classes.

Fig. 5. Sample MATLAB output for the CSU Optimal State Estimation course

**Students’ participation in research projects and publication with professors.** When students conduct research (in the framework of research grants) with professors they can obtain a lot of new knowledge. Many CSU students are currently involved in research on the US NSF projects “Optimal prosthesis design with energy regeneration” ($1.5 million), “The game changer: a new model for password security” ($200,000), Acquisition of a 4G/LTE wireless communications test set” ($252,000), “A spiral computer engineering lab framework” ($245,000), and others. Students are heavily involved in the preparation of articles and papers for the publication of research results [17, 27]. This allows faculty to give students knowledge in modern data information processing and skills in formatting and formulating a goal, introduction, main idea, conclusion, references, citations, and so on.

**Gathering students into a single research team.** This approach broadens the perspective for knowledge transfer when students with different ICT knowledge can gather in one team for executing one or several projects. For example, students who are members of a research team may have various knowledge in using software for evolutionary optimization (genetic algorithms, partial swarm optimization, multi-objective invasive weed optimization, etc.), decision making based on Pareto optimization, sliding mode control, impedance control, fuzzy logic, artificial neural networks for parametric identification, pattern recognition, image processing, and so on. CSU student teams have the possibility to conduct research in laboratories in the EECS Department such as the Digital Systems Lab, Control Systems Lab, Power Systems Lab, Computer Networks & Distributed Systems Lab, Communications &
<table>
<thead>
<tr>
<th>Course Code</th>
<th>Course Title</th>
<th>Software</th>
</tr>
</thead>
<tbody>
<tr>
<td>ESC 120</td>
<td>Introduction to Engineering Design</td>
<td>Arduino (an open-source electronics platform based on easy-to-use hardware and software)</td>
</tr>
<tr>
<td>EEC 310</td>
<td>Electric Circuits I</td>
<td>PSpice, MATLAB, MultiSim</td>
</tr>
<tr>
<td>EEC 311</td>
<td>Electric Circuits II</td>
<td></td>
</tr>
<tr>
<td>EEC 312</td>
<td>Electric Circuits Laboratory</td>
<td>Agilent IntuiLink software (Agilent scopes and signal generators, breadboards, passive components, transformers)</td>
</tr>
<tr>
<td>EEC 315</td>
<td>Electronics Laboratory</td>
<td></td>
</tr>
<tr>
<td>EEC 451</td>
<td>Communications Laboratory</td>
<td></td>
</tr>
<tr>
<td>EEC 314</td>
<td>Electronics II</td>
<td>PSpice, MATLAB/Simulink</td>
</tr>
<tr>
<td>EEC 384</td>
<td>Digital Systems Laboratory</td>
<td></td>
</tr>
<tr>
<td>EEC 487</td>
<td>Advanced Digital Systems</td>
<td></td>
</tr>
<tr>
<td>EEC 488</td>
<td>Hardware-Software Co-design</td>
<td></td>
</tr>
<tr>
<td>EEC 417</td>
<td>Embedded Systems</td>
<td>Miscellaneous electronics and Software (MPLAB from Microchip)</td>
</tr>
<tr>
<td>EEC 421</td>
<td>Software Engineering</td>
<td>Eclipse for Java development</td>
</tr>
<tr>
<td>EEC 440</td>
<td>Control Systems</td>
<td>PSpice, MATLAB/Simulink</td>
</tr>
<tr>
<td>EEC 450</td>
<td>Communications</td>
<td>SystemView by Elanix (design and simulate communication systems)</td>
</tr>
<tr>
<td>EEC 483</td>
<td>Computer Organization</td>
<td>(Microsoft Visual C, Quartus II from Altera (software), DE0 from Altera (hardware))</td>
</tr>
<tr>
<td>EEC 492</td>
<td>Software Defined Radio</td>
<td>Universal software (USRP) from Ettus (hardware) and GNU Radio (software), and LabView from National Instruments (software)</td>
</tr>
<tr>
<td>EEC 492</td>
<td>Computer Security</td>
<td>Quartus II from Altera (software), DE0 from Altera (hardware)</td>
</tr>
<tr>
<td>EEC 525</td>
<td>Data Mining</td>
<td>WEKA, RapidMiner, R (o/s software)</td>
</tr>
<tr>
<td>EEC 623</td>
<td>Software Quality Assurance</td>
<td>JUnit, GitHub, SPSS (statistical software)</td>
</tr>
<tr>
<td>EEC 624</td>
<td>Software Testing</td>
<td>JUnit (open source testing tools)</td>
</tr>
<tr>
<td>EEC 626</td>
<td>Software Engineering Project</td>
<td>Java, Mysql, Perl, Python, PHP, Apache, C#, SQL server, ASP.net, development tools: Eclipse, NetBeans, and, Visual Studio</td>
</tr>
<tr>
<td>EEC 683</td>
<td>Computer Networks II</td>
<td>Network simulator NS2</td>
</tr>
<tr>
<td>EEC 492/592</td>
<td>Kinect Application Development</td>
<td>Website - <a href="http://academic.csuohio.edu/zhao_w/teaching.html">http://academic.csuohio.edu/zhao_w/teaching.html</a></td>
</tr>
<tr>
<td>EEC 688/788</td>
<td>Secure and Dependable Computing</td>
<td></td>
</tr>
<tr>
<td>EEC 693</td>
<td>iPhone Application Development</td>
<td></td>
</tr>
<tr>
<td>EEC 693</td>
<td>Network Security and Privacy</td>
<td>Various attack and dense tools</td>
</tr>
</tbody>
</table>
Electronics Lab, Software Engineering Lab, and Senior Design Lab. Available software includes: Altera Quartus II 10.1 SP1, Altera Quartus II 13.1, Cisco Packet Tracer, Oracle VM VirtualBox, Microsoft SQL Server 2008, Microsoft Visual Studio 2010, Microsoft Office 2010, Orcad family Release 9.2 lite Edition, ORCAD 16.5 lite, Python 2.7.5, MATLAB R2013b, dSPACE Control Desk 5.1, ModelSim SE 10.0a, Precision Synthesis 2010 a.218, SystemView V6.0, and Agilent Data Capture Application. BSSU students have the availability of Visual Studio, MS SQL Server, MS Windows Server, MS Windows 7, MS Access, MS Visio, MS Project, Free Ware, Moodle, Libre Office, Eclipse, NetBeans IDE, Ubuntu, FreeBSD, Apache, Qt, OmegaT, VirtualBox, Python, Java, JavaFX, C/C++, PHP, JavaScript, HTML5.

Participation of students in conferences, seminars, and research meetings. The goal of any conference is the sharing of knowledge and discussion of recent research results. CSU hosts a weekly Human Motion and Control seminar that includes senior researchers and students giving presentations (approximately half-and-half) on advanced research results with participation from the departments of EECS, Mechanical Engineering, and Engineering Technology. Moreover, every student has the responsibility to report their research achievements on a weekly basis at meetings or seminars of their separate research team, with additional short presentations on new funding, new methods, software, technology, sensors, computer components, and so on. The Annual Research Day of the WCE (CSU) is a scientific event with poster presentations by master’s and PhD students, including time for discussion and awards for the best posters.

Cooperation of the university with advanced ICT companies. This approach allows for the possibility of knowledge transfer within the framework of lectures by ICT company representatives at the university, familiarization by the students with new ICT company software, student internships (NASA Glenn Research Center, General Electric, etc.), joint programming projects, certification of students, and creation of student start-up and spin-off companies [11, 15, 22, 40].

IT for papers, articles, and course work preparation. Students have the possibility to learn specific software editing of their manuscripts using different LaTeX or MS Word templates which correspond to specific journal or conference formatting requirements.

Textbooks and manuals for students based on the recent faculty experience. Courses in the EECS department at CSU are based on the faculty’s own textbooks, classical / fundamental textbooks, and internet resources. For example, recent research results on optimal state estimation and evolutionary optimization are represented in faculty textbooks [37, 38] with accompanying MATLAB codes which is available on the CSU website [44].

User-friendly pseudo code in published articles and research projects. At the EECS department, every student has free access to pseudo code. Authors and developers transfer their programming achievements by sharing them with students and the world-wide research community. CSU’s website includes pseudo code which is developed by research teams or individual developers.
Internet search systems and databases. To increase their level of knowledge based from recent research results, students can use search systems from databases such as Scopus, Science Direct, Google Scholar, IEEE Xplore, and others;

Research portals like Research Gate, LinkedIn, and others. Students can gain new knowledge by following recent publications from specific authors, by asking and answering questions in dialogues with colleagues, and so on.

Memberships in professional societies. Memberships in professional and scientific societies, like IEEE, IFAC, PBD, and others, gives students a wide spectrum of opportunities for knowledge transfer using the resources of the corresponding society.

6 Evaluation of the Modified University Curricula and Approaches to Knowledge Transfer

An evaluation of the quality of training processes and of the quality of university graduates is a feedback from the implementation of the proposal in Section 4, Research-Based Modification of University Curriculum. Here we propose some indicators for evaluation processes:

a) Awards and participation of students in programming Olympiads, and student research project competitions. For example, a team from CSU’s Washkewicz College of Engineering took first place at an international student design competition sponsored by the American Institute of Aeronautics and Astronautics (AIAA). For their winning project they designed, built, and tested an engine air particle separator for an unmanned aerial vehicle using 3D printing technology. BSSU student have been repeated winners in the Aldec, Inc. (USA) Olympiad on C++, VHDL and Verilog [20].

b) The level of published articles by students is indicated by databases such as the Web of Science, Scopus, etc. Other important considerations are the impact factor of corresponding journals, and the rank of conferences with student presentations (international, regional, university, college, department, etc.) [14].

c) Grading of student knowledge and erudition using traditional testing approaches (homework, midterm, term project, final exam) and using advanced software and ICT [9, 36].

d) Tracking graduates and applicants for PhD or DRE programs illustrates research aspirations and the desire for conducting continuing research.

e) Successful employment, for example: (1) CSU graduates work in US companies and industrial corporations such as Rockwell Automation, Phillips, Foundation Software, Winncom Technologies, UTC Aerospace Systems, Swagelok Company, RoviSys, American Railways, United States Postal Service, and others; (2) BSSU graduates work in Canada, France, Germany, Great Britain, Latvia, Netherlands, Norway, Poland, UAE, USA, and Ukraine, including companies such as Camo-IT, Ciklum, eBay, EPAM Systems, GeeksForLess, GlobalLogic, HostingMaks, LinkedIn, Luxof, Microsoft Research, MobiDev, NetCracker, Oracle, TemplateMonster, and others.
7 Conclusions

The authors have described research related to the increasing efficiency of university graduate training by modification of the curricula in electrical engineering, and computer science and engineering, based on the latest achievements and advanced research results in the corresponding fields. Analyzing and classifying the knowledge transfer and knowledge evaluation methods for examination and verification of the proposed curriculum modification approach, the authors have presented many educational examples and successful cases from the Department of Electrical Engineering and Computer Science at CSU (USA) and the Department of Intelligent Information Systems at BSSU (Ukraine). Because of the limited space of this paper, only a few specific use cases have been considered. All discussed approaches can be successfully implemented for graduate student curricula modification in other universities around the world, especially those which do not currently use all of the discussed methods.
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Abstract. The article describes the experience of the master classes for school teachers and university lecturers to use ICT in the educational process. Improving teacher’s/lecturer’s qualification involves their willingness to follow the advanced technology. However, there are several factors that should be considered in the preparation of training courses for teachers. The authors consider the technology of the master classes as an alternative to long-term courses. This approach has several advantages: short term, productivity at work. During the master-class the main goal is not to teach how to use the technology perfectly but to show its advantages, persuade to use a particular technology, demonstrate the ease of use, and motivate teachers for the further use of the offered technologies in their professional activity. The experience of master classes for teachers of Kherson and Kherson region over the past 5 years was analyzed.
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1 Introduction

This article describes the purpose and methodology of the master classes for the successful teachers’ training programs on the use of appropriate ICTs and their knowledge of the trends and new approaches in the education system.

The introduction of new educational technologies in the educational process depends primarily on the willingness of a teacher. Without proper motivation of the teacher the best teaching ideas will not be implemented simply by the order. The famous Pareto principle 20/80 can be interpreted as following: only 20 % of teachers supports introducing innovations, 12 % of them are passive ones, and 8 % are active ones who encourage, develop and improve the technology. The majority of teachers
(80 %) oppose any innovation. This position does not depend on the innovation itself. However, trends in society require the restructuring of the education system and active introduction of innovation, which are able to prepare students for a successful life in the information society.

2 Related Work

Programs of involving teachers in learning using ICT are implemented by many researchers. At the same time general researches are conducted, for example, associated with the formation of teachers’ ICT competence and aimed at effective implementation in the educational process and the further development of individual approaches (mobile studying, use of social networks in learning process and so on). Thus, in the research [10] a mobile learning project and experience in the use of mobile technologies in the training of teachers is described. The creation of flexible learning solutions that will allow teachers to have access to information using a variety of devices and training support in different situations is shown in the paper.

Another perspective direction of development of education is using social networks in learning [1]. Practical activities in the field of education, i.e. using of social networks in work to support learning, interaction of teachers and students, creating business relationships and knowledge sharing.

Analysis of the studies shows that the use of cloud technology is already normal practice for one third of population. In the future, this number will only increase and leading position will be owned by those companies and organizations that will offer their services using cloud resources, like services that can be customized to individual liking. This also applies to educational technology. Firstly cloud technologies allow universal access to data at any time. Secondly, they contribute to the construction of their own learning trajectory at the right pace.

According to research [4] 50 % of the adult population of Ukraine (over 15) use online resources, and two-thirds of them use social networking services. Modern gadgets (smartphones, tablets, laptops) are owned by 57 % of the population.

Conducted by UNESCO [14] research has shown that without appropriate training educators use technology only to solve their former tasks. In this case there is no transformation and qualitative growth of the level of teaching and learning.

As the recommendations UNESCO offers [14] the following stages of the introduction of ICT in educational practice:

- Demonstrate and model how mobile technologies can improve the quality of teaching, learning and management of the educational process.
- Share research data and analysis of mobile learning programs.
- Encourage dialogue between the main participants, including principals, teachers, students, parents, local authorities and the community on mobile technologies training.
- Provide a consistent concept of how technology, including mobile one, can contribute to the achievement of learning objectives.
However, there are some limitations such as the lack of theoretical and pedagogical foundations, sustainable integration in formal educational contexts and, in particular, the lack of support for teachers and training [2].

3 Problem Setting

Learning each trend is time-consuming process for a teacher. However, it is important to form teachers' sustained interest to the changes in society and the educational system under the influence of digital technologies. The main factors that need to convince teachers are:

- Change the role of ICT in Education (shift from a focus on "ICT for education" to the use of "ICT for education" [15])
- Use of digital devices which are natural part of the life of modern students' generation that meet their educational expectations.
- Emergence of new approaches in education such as SMART, IoT, STEM education (Science Technology Engineering Math), BigData, MOOC, BYOD (Bring Your Own Device), Blended Learning, Flipped Classroom, mobile learning, cloud, gamification of education, etc.
- Change in the spectrum of required specialties on a labor market (now and in the future) and the need for learning throughout life.

Thus, there is a need not only to teach the teachers to use certain software products and services in the work, but to form an understanding of the society development trends and their own willingness to learn new technology. Since 2012 we research the subject of teachers' training in ICT, use new approaches in teaching that meet the educational requirements of the today’s youth, including training teachers through master classes [8]. In our view, conducting master classes are the most effective form for solving these tasks.

The purpose of the article is to describe the experience of the master classes as a means of formation of readiness of teachers to implement innovation.

Tasks:

- to analyze the main trends in modern education;
- to reveal teachers’ attitude to the use of ICT in educational process;
- to determine the understanding of general trends in the development of education under the influence of ICT;
- to conduct master classes with the use of ICT tools and services for teachers.

In our view, for effective implementation of innovation each teacher should take certain steps:

1. To get knowledge about the nature, advantages and disadvantages of a particular innovation.
2. To accept innovation as the integral part.
3. To develop necessary competences, in particular informational.
4. To start using innovation.
5. To develop and spread innovation

There are both objective and subjective factors that explain the reluctance of most teachers to implement innovation:

- Mastering of innovation requires teacher to spend more time, which is not paid.
- It is necessary to rebuild style of work and usual teaching methods that causes a situation of discomfort.

Analyzing the results of the anonymous surveys (129 respondents), interviews with teachers, we find an explanation which is: "innovation – is just a passing fad", "the Headmaster wants to gain an authority", "I do not have opportunities to master innovation due to lack of free time" and others.

The article [9] considered three levels of information competence (I level – beginner; II level – active user; III level – expert). Based on these levels the authors propose to divide teachers’ information competence according to their ability and willingness to use ICT in the learning process. The article also identifies the major reasons of teachers’ unpreparedness for using ICT in learning. They include lack of motivation for using ICT; lack of complexity; learning computer skills only without the support of innovative educational technologies; ignoring the characteristics of adult education; neglect of interactive teaching methods; insufficient integration of knowledge and skills of students from different academic disciplines; insufficient formation of Computer Science teachers the skill concept of the 21st century.

However, today in our country there is a situation when teachers are supported by large companies and famous brands for the production of computer hardware and software. Since 2005 in Ukraine education programs were adopted: “Intel ® Learning for the Future” and the educational program "Partnership in Learning", "Teachers online" and "Expert Teacher" (Microsoft). Also recently the Ministry of Education of Ukraine announced the cooperation with the company LEGO in the implementation of the robotics into learning process.

Under the impact of these initiatives teachers create their own educational spaces using ICT tools. Many teachers and lecturers are the professional bloggers, websites owners. An example is a community founded by Ivan Ivanov "ICT training of teachers in Ukraine" and its resource "To be able to live. The development of the XXI century skills using digital technology". This project was responded by hundreds of teachers and professors.

Teachers begin to link their professional growth not with deepen and broaden the knowledge of the school subject, but with the improvement of general pedagogical skills and knowledge. A special role in the professional growth of teachers belongs to the pedagogical aspects of ICT use.

Increasing the role of ICT in the educational process contributes to changing pedagogical techniques.
4 History of development of master class system in KSU

Conducting master classes in Kherson State University was founded in 2006 under the Intel program "Teaching for the Future." As a result of questioning teachers of pedagogical universities, who were trained under the program, expressed a desire to use IT in their work and realized that IT will develop an educational approach that focuses on the students’ needs.

The cooperation of the Ministry of Education and Science of Ukraine with the Microsoft implementation of the joint program "Partnership in Learning" (Memorandum of Understanding of 28 October 2003. Protocol № 1 of 3 August 2004), to the order of MES № 693 of December 6, 2005. a program to train teachers and students of pedagogical universities 'Basis of Information Technologies' is implemented. Within the cooperation with pedagogical institutions of I-IV levels "Partnership in Learning’ program supports 36 hours of seminars "Basics of Information Technology" for teachers of high schools. In 2009, 2 seminars for teachers of KSU were held. 17 university teachers took part in it.

The next step was the introduction of the course "Use of information technologies in educational process" for students of specialties of Physics, Mathematics, and a Primary School Teacher. However, this course is taught only to those teachers of with Computer Science specialization. At the same time, we saw that the students are sometimes hard to see the potential of a particular technology to be used in the educational process. They lacked the practice of working with school students. We developed the idea of organizing joint work of school teachers and students. We have chosen the master class as the best form. It is a modern form of educational training seminar for practical skills on different techniques and technologies to improve the professional level and share best experiences of participants, expanding horizons and introduction to the newest branches of knowledge.

Since 2012, we started cooperating with a number of Kherson schools and conducted master classes for teachers of educational institutions based on them. A feature of these master classes was that the teachers worked with students – future teachers. Students, as representatives of Net generation, easily mastered the technology, and teachers have seen better educational opportunities of new service [13]. Also, during the master classes we use gaming technology, brainstorming, group work, pair work. More detail on this experience in the article in 2014 [7], where the focusing was on the benefits of this technology for students. Each workshop was dedicated to one particular resource, such as didactic possibility of using word clouds; it was lasting for two hours.

Joint work of teachers and students in the format that often hard to implement. This is due to the time issue for every participant: students, teachers, professors. However, today the need for school teacher training is sharply increasing, and that’s where the system of master classes can be an effective tool.
5 Setting up the Pedagogical Experiment

According to the importance of the formation of teachers understanding of education development trends under the influence of digital technologies, their willingness to self-development and use of new techniques and services we found the possibility of holding master classes for teachers of Kherson region who are passing courses on the basis of Kherson Academy of Continuous Education. According to Ukrainian law, each teacher must go through training 1 time in 5 years. To do this, they arrive at an appropriate center and have trainings for two weeks.

So, master class "Modern ICT tools and services for teachers of Mathematical and Technology disciplines" was first performed by the teachers of the department of Computer Science, Software Engineering and Economic Cybernetics of Kherson State University as part of the All-Ukrainian scientific-practical web conference with international participation "Innovative Dimension of Development of Mathematics and Technology Education ", held in October 29–30, 2015. This master class was held for 4 groups of Physics, Mathematics and Computer Science teachers in Kherson region. Total in the 2015, 129 teachers participated in the workshops.

Interest in the master classes was shown by the teachers of the Department of Physics and Methods of teaching of the Faculty of Physics, Mathematics and Computer Science in Kherson State University. The effectiveness of the master class significantly was improved through joint participation of school teachers and university professors. This event has become the platform to exchange experience and to find effective ways to use the web services offered in teaching physics in school. In the master class teachers and lecturers of physics took part, they teach future teachers of physics.

It made possible to pay attention to the peculiarities of the implementation of innovative approaches using ICT services in accordance with the methods of teaching school Physics course.

During the master classes our objective was to present teachers common tools that they can use in future professional activity in school regardless of the subject, to develop participants’ interest to learning ICT and pedagogical and technological capabilities of the services, the ability and willingness to use them in their professional activities, to create an electronic bank of ideas on the use of ICT services for the solution of pedagogical problems.

Each workshop is designed for 7 hours in the computer lab with a video projector. The master class program includes the following issues:

1. Consideration of conflicts arising due to psychological characteristics of students with using modern and traditional approaches, methods and means of training.
2. Introduction to the concept of teachers 'flipped classroom'.
3. Use of Content management systems (CMS) and Learning Management Systems (LMS) (as examples there are systems used in Kherson State University: KSUOnline [6] and Virtual Kherson University [5]).
4. Highlighting educational opportunities and services (YouTube and International Educational Network of Khan Academy).
5. Create video tutorials for using services EdPuzzle and Blendspace, allowing to search desired videos from popular video sharing like YouTube, Vimeo, Khan Academy, LearnZillion etc. Create exercises, quizzes, additional questions and comments. Services include creating classes and have powerful features statistics.
6. Development of educational games using the service Learningapps.
7. Introduction to Internet services for the research and design activity for the Concept of STEM-education (Interactive works of virtual educational laboratory www.virtulab.net allow to conduct virtual experiments in Physics, Chemistry, Biology, Ecology and other subjects, in two-dimensional and in three-dimensional as well. Globalab – a platform that serves as the international environment of research interaction between students).
8. Introduction to interactive services and chronicles creation Dipity and Tiki-Toki.
9. Using of network services for the organization of modern educational process.
10. At modeling stage teachers were suggested to work in groups and to develop a lesson using Internet services: interactive video tutorial with test tasks; training game with the chosen theme; representing chronicle of historical facts related to the chosen training topic; publishing links to educational materials created in chosen CMS, LMS or blog.
11. Demonstration and discussion of copyright material for the lesson with the master class participants, use of these tools for enhancing learning activities.
12. At the stage of reflection there is a discussion on the results of joint activities; a survey of teachers to identify their satisfaction with the results of master class and intentions on how to use learnt technology in teaching is conducted.

Various online services use in their basis the principles of teamwork, cooperation, openness and accessibility. When choosing a service for the master class, we were guided by the following criteria:

- The feasibility
- Easiness to learn and to use the service
- Interactivity

The successful mastering of the master class theme was based on the productive activities of all participants.

During master classes these materials were used: "Introduction to Information Technology" and "Master Class" published on the website http://ksuonline.kspu.edu/.

6 Survey Analysis

For the final phase of the master class a survey was prepared. The survey contained 19 questions of closed type in three blocks:

- general information;
- experience in using ICT in the classroom;
- tendencies of changes in the education system.
The first set of questions concerned the general information about work experience, school location, and classes the teacher works with.

Among the interrogated there were many teachers with great work experience: 88% have experience of more than 10 years. Majority of teachers work in secondary and high school (1-4 grades – 12%, 5-11 grades – 88%).

![Fig. 1. Representation of teachers regarding work experience](image1)

As a master-class was conducted for teachers of training courses, most of the participants came from nearby towns and villages (88%).

![Fig. 2. Representation of teachers regarding school's location](image2)

The second set of questions concerned the identification of experiences and purposes of using ICT in professional work. Questions contained answers to the multi-selection (checkbox) and the line to write additional information.
Three-quarters of respondents said that they use different devices in their practice, and a quarter said that they were going to use them, but do not have this opportunity yet. It should be noted that some respondents (3%) noted that their schools require lessons using ICT: teachers have to conduct lessons with an interactive whiteboard in the computer lab or using other ICT.

Analyzing responses of 75% of teachers who use ICT, we found out the purpose of using ICT and distinguished the most popular activities. Traditionally, the most common purpose is to explain new material – 28% and conducting current and final examination – 25% (Table 1). 18% of teachers use ICT in order to increase motivation and interest of students. Another 17% of respondents use ICT to assimilate the material. None of the teachers gave their own version. The most difficult activity appeared the organization of communication and collaboration among students using digital technologies. From our point of view, this is due to the difficulty for the teacher to assess the contribution of each student in the joint work, the lack of formation of the teachers skills of cooperation organization of students work in groups.
Table 1. Activities with using of ICT

<table>
<thead>
<tr>
<th>Activity</th>
<th>Answers, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Explaining new material</td>
<td>28%</td>
</tr>
<tr>
<td>Increasing motivation</td>
<td>18%</td>
</tr>
<tr>
<td>Conducting current of final examination</td>
<td>25%</td>
</tr>
<tr>
<td>Assimilation of new material</td>
<td>17%</td>
</tr>
<tr>
<td>Improving communication with students</td>
<td>4%</td>
</tr>
<tr>
<td>Organization or entertaining of students</td>
<td>8%</td>
</tr>
<tr>
<td>Other</td>
<td>0%</td>
</tr>
</tbody>
</table>

On the question about their experience in using ICT in the classroom the following answers were received: laptop / computer (100 %), video (87 %), television (37 %), tablet (25 %), an interactive whiteboard (12 %) (Fig. 5). Some respondents chose more than one answer. These data have improved significantly compared with surveys of previous years. They confirm the understanding of the need to use digital technologies in the classroom. However, the technical equipment is not always used effectively. It should also be noted that we do not show the statistics of equipped classrooms in the city and region where the average numbers may be very different. We present results of a survey conducted in November 2015 and January 2016 among teachers who held a master class. The findings of our survey data are correlated with the survey conducted among teachers of Computer Science in February 2015 [11].

Fig. 5. Teacher’s ability to use technical devices in the classroom
However, the teacher said that the possibility of using digital devices by students is less. Thus, almost all students are able to use computers in the classroom, 12% of teachers give students an opportunity to use interactive whiteboards and mobile phones. Half of teachers (50%) indicated that students have the opportunity to use tablet on the lesson.

When asked about their own activity in the network the largest number of respondents said they use e-mail (33%). Among these, only 28% use social networking, 17% have blogs, and 11% — a website. The intersection of these activities as blogging and maintaining the site, was not observed in the responses. Among the responses were others, including the absence of any activity (11%).

Fig. 6. Services used by teachers

One of the tasks we have set is to show teachers the opportunity to create their own information space. They can use a website or blog. Comparing the results of the answer to this question, we asked teachers in 2012, it should be noted that the percentage of teachers using websites and blogs in their work has increased. So, we can note the increase of use of blogs from 5% to 17%, sites — from 2% to 11%. E-mail is started using by 7% more. The number of social network users didn’t change. After the master class, we monitored the sites and blogs of teachers. The audit of results made it possible to ensure that teachers use the proposed services and implement them in the learning process. The most popular are the video tutorials and training services LearningApps games. For example, the blog of teacher of mathematics Natalia Vaskovskaya of Nikolskaya school (http://natali-mir.blogspot.com/?p/learningappsorg.html), teacher Lebedenko Natalia of Gorkivska school (http://lebedenkonat.blogspot.com/), teacher Olhovska Natalia of Genichesk school №3 (http://olkh68.wix.com/portfolio#!blank/gdznn), teacher of Computer Science of Kherson school №27 Ignatenko Alla (http://school2777.blogspot.com/).

The last set of questions was developed with desirable psychometric properties to measure (detect) the level of awareness of current trends of changes in the education system. This block contains 6 questions and it was developed using a four-point Likert-type scale, ranging from “strongly disagree” to “strongly agree”. The trends high-
lighted as a key factor in the development of education for the period from 2010 to 2015 were taken as a basis [12].

![Fig. 7. A fragment of the third block survey](image)

It was not a set of questions but most likely thesis with which most teachers agree. In fact, all the questions received a response "strongly agree." The unanimous approval was the fourth point. Here is a list of thesis.

1. Teachers tend to connect their professional growth not with the increasing knowledge on a subject but with improvement of general pedagogical skills. Special role in teacher’s development belongs to the pedagogical aspects of using ICT the variety of learning styles of students.

2. Learning Tools are changing. In training student uses tools that are used by a professional in different fields. So “chalk pedagogy” is replaced by different pedagogical techniques which concern

3. Teacher’s mark is increasingly replaced by students’ self-esteem, their mutual and automatic estimation as well. The function of a mark is not to evaluate students perform on the tasks but target students on what is needed to be done to extend academic work and achievement.

4. The teacher does not know and should not know all the answers. Students do not expect that the teacher gives them the answers to the questions, but they hope they get help in finding the answers by themselves. Answers to the questions can be found using many different sources, including the Internet.

5. The educational space expands beyond the classroom. The teacher encourages students to study in various environments, including outside schools both in real and virtual environments. Much of the work takes place in a real world, with the participation of fellow student and other adults other than teachers.
6. Individual work becomes a common activity. Most of the students do academic work together with classmates or within the creative (research) groups, using a computer and the Internet as the main tool of their activities. The teacher is preparing educational materials in digital format, exchanging designs with colleagues inside and outside the school.

7. Expanding the range of knowledge and educational information. The student determines and is an essential source of information and resources. The teacher encourages the materials and tools that can be used by student. More and more teacher start to use examples from real life, and not limited to the scope of textbooks only.

8. Increasing of students' independence and responsibility for the results of educational activities. The teacher teaches only the core disciplines form the students' ability to develop the subject beyond this core independently. Student determines what to do, based on existing knowledge and an idea of what is needed to know. The role of teachers is reduced to a more general management in different types of work that initiate and carry out the students themselves.

The lowest asset was given to the 3d point which is connected with the change of the role of evaluation at school. Teachers’ acquaintance with molding evaluation was one of the goals of the "Intel@Teach to the Future" program. Self-esteem – is one of the priorities skills for successful professional development and lifelong learning. Minor teachers’ support of this idea is the basis for us to develop this direction in the future (i.e. to add in courses thematic blocks and tasks aimed at development of formative assessment skills, to acquaint teachers with the appropriate on-line services on master classes). Low estimate was given to point 1 and 5 which is also directly related to the work of teachers. However, unanimous approval was given to point 4, which increases student’s responsibility for learning achievements.

Important is the desire expressed by teachers in more detailed use of new trends in education in their work.

![Fig. 8. The level of interest in the development and use of new educational trends](image-url)
In the last survey, respondents noted what brands and services they would like to explore in more detail and use in their work. All of the teachers indicated that they wanted to use those services in the future which they learnt on a master class. The lowest support was given to STEM-education and Augmented Reality. In our opinion, it is connected with the material investment that needs to be done to implement these trends in education.

7 Conclusions and Outlook

Technology of master classes can be a good alternative to long-term courses. This approach is well accepted by teachers and has several advantages like: short term, work productivity, creation of teaching materials using web services. During the master class the main goal becomes not to teach how to own the technology but to show its advantages and persuade to use a particular technology, to demonstrate the ease of its use, motivate teachers to further development of new services and the their use in the professional activity.

An important result is shifting teachers’ point of view to changes in the education system under the influence of digital technology, learning and adopting new trends.
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1 Introduction

One of the key technological problems in the development of informative society in Ukraine is the informatization of social activities, including the computerization of educational and research activities [1, 2].

Over the last years, Ukraine has intensified processes of the informatization of education. In this regard, special relevance acquire general scientific, methodological and technological problems related to the organization of the processes of creation, maintenance and effective use of software for educational purposes (SEP).

Supporting professional mathematical activity is carried out with the help of modern professional systems of computer mathematics (PSCM). Their use provides specialists in theoretical and applied mathematics the ability to solve a wide spectrum mathematics tasks [3-5].

Practice of applications of PSCM in the learning process has shown that they do not solve all the problems related to the efficiency of the learning process.

Activities aimed at the assimilation of the courses in mathematics have a certain specificity. Mathematical practical activities of the student consist in solving mathematical tasks.

Market analysis of SEP in mathematics shows that there are several types of specialized software functional learning tools in mathematics [6-9]:
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- educational programs such as e-textbooks, which offer the users of didactic materials and systems testing acquired knowledge;
- software support practical user experience on computing, graphics and geometric constructions;
- step by step solvers of educational tasks.

There are specific tasks that require the development of new specialized SEP in mathematics, based on the technologies of symbolic transformations and algorithms of computer algebra [10-15].

For this reason, it is necessary to create systems of computer mathematics for educational purposes (SCMEP) in which intelligent capabilities PSCM focused on specific tasks support the learning process.

We understand SCMEP as software for educational purposes for exact sciences and other disciplines that use mathematical models and methods of subject domains based on the technologies of character conversion and methods of computer algebra.

General model of SCMEP is the model of intelligent software that corresponds to the forms of the educational process organization. It is focused on all participants of the educational process and on all kinds of learning activities and based on the knowledge of the subject domain.

SCMEP provides the formation of a declarative (factual) and procedural (algorithmic) knowledge.

Thus, the purpose of the given work is the research of general theoretical and methodological bases, the formulation of the functional requirements to SCMEP and the development of a model of SCMEP as systems of support of learning processes based on the analysis of the topical forms and the peculiarities of the processes of learning of the exact disciplines.

2 The outline of the problem

The concept of programmed learning was introduced in the automated training systems and complexes. On the basis of this concept created a lot of computer courses in mathematics, physics and other disciplines.

In most SEP in mathematics [6-9] the lecture part of the course is the maximally advanced and sophisticated one from both methodical and technical points of view. As a rule, the educational material of the lecture is accompanied by a system of control questions and tests. Such computer system provides incomplete, indirect knowledge control. A mathematician should be able to solve the problem; a programmer should be able to write computer programs. These professional skills are formed during active forms of learning: practical exercises and laboratory work. So, this part of the curriculum in many disciplines (mathematics, physics, computer science ...) is central.

The functionality of software for educational purposes in mathematics is limited only by graphical and computing tasks. They do not perform functions which require character conversion and computer algebra methods. From our point of view, these
properties are crucial for creating effective intelligent SEP in mathematics, physics and other exact and natural sciences.

Market introduction of PSCM led to their intensive implementation into the learning process and numerous educational research on the application of PSCM in learning mathematics. Generally, supervisors recommend using of universal computer algebra system - Mathematics, Maple, Mathcad, Derive and etc. to support workshops [3-5, 16-17]. However, from our point of view, the use of PSCM in the learning process is somewhat limited.

First, PSCM are designed for solving mathematical tasks, while SEP in mathematics should support the process of solving mathematical tasks. This specificity is known as the principles of black and white boxes (Fig. 1).


Third, the interface of PSCM is not focused on high school students. PSCM usually do not even use the specialized mathematical editor, only a line of editor with limited programming syntax.

Software products for educational purposes are based on the principle of white box do not generate the course of solving a task according to its conditions.

1. Answer Ace, Formulae 1, Universal Math Solver - step by step algebraic tasks’ solvers.
4. WebAlmir - an integrated software environment for learning the basics of linear algebra [18-20].

In the summary overview of educational software for mathematical disciplines, we are highlighting the following.

There are several functional types of specialized software for learning mathematics on the global market of software. First of all, these are teaching programs such as electronic books, which offer users didactic materials and systems of testing of acquired knowledge. Second, there are software tools of support a user's practical work with computing, graphics and geometric constructs. Third, there are step by step solvers of educational tasks. The most specialized software tools can combine only few of these functional types. Yet, each of these software tools is focused on different stages and on different categories of participants of the educational process.

Fig. 1. The principle of black and white boxes.

<table>
<thead>
<tr>
<th>Conditions of the task</th>
<th>PSCM Black Box</th>
<th>Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conditions of the task</td>
<td>SCMEP White box</td>
<td>Answer</td>
</tr>
</tbody>
</table>

Step solution
The universal computer algebra systems, which are positioned as being suitable for use in the educational process, are operating on the principle of black box. They contain no electronic teaching materials (textbook, taskbook, etc.). Besides, they focus more on the application during the studying of applied sciences.

The practice of using PSCM in the learning process has shown that they do not solve all the problems related to the efficiency of the learning process. There are such specific tasks that require the development of new algorithms and specialized software systems for educational purposes, based on the technologies of character conversion and algorithms of computer algebra [10-15].

3 The model of learning process

The rapid growth of the professional requirements for professional widespread complex professionally-oriented information systems penetration into all areas of the global information and communication networks and other factors determine the following fundamental changes in educational technology [21]:

- a wide use of effective information technologies focused not only on classroom work - the work of the teacher and the students, but also on the teacher's individual work with a student, the student's individual work, both in the classroom and beyond;
- a wide use of distance learning not only in higher education but also in secondary and vocational schools;
- an individualization, increased internationalization of the learning process;
- widely used forms of remote access to knowledge, creating entirely new conditions for the organization of independent work.

The concept of information systems for educational purposes (ISEP) is in a comprehensive automation of support of the learning process, the main participants of which are the teacher as a professional, a carrier of knowledge in the field of didactics and teaching methods, in the subject area, and the student as an object of study.

The main goal of ISEP is a comprehensive providing of learning process.

The main tasks of ISEP are:

MT1. Ensure the relevance and accessibility of learning tools.
MT2. Support the process of transferring of new knowledge.
MT3. Support the knowledge control (feedback).

In accordance with the general schemes of the application of ICT in the learning process, we offer conceptual methodological requirements for ISEP:

MR1. ISEP must match the form of the learning process.
MR2. ISEP should focus on all participants of the learning process.
MR3. ISEP should focus on all kinds of training activities.
MR4. ISEP must be based on knowledge of the subject area.

Thus, the problem of the study can be defined as the study of general theoretical and methodological bases, the functional requirements of mathematical models and methods, technologies and tools of the SCMEP creation, that satisfy conceptual and methodological requirements 1-4 and solving the tasks MT1-MT3.
4 The information models for providing a process of learning a discipline

The class-form of organization of learning process for a certain discipline is regulated by curriculum course. This document is the basis for determining the content of documents and didactic materials such as:
- Thematic lesson's plan of discipline,
- Textbooks and educational manuals,
- Taskbooks,
- Libraries of supporting compendiums (visual aids),
- Summaries of lessons,
- Exercisebooks,
- Examination tasks (tickets),
- Methodical manuals,
- Glossaries and reference books.

An important role in informational support of a learning process, regardless of the form of organization, plays technical means of training. There are a blackboard, a video projector, a ruler, a calculator, laboratory equipment, computer, etc.

Models of didactic content ISEP. Information basis for modeling software ISEP is structural and logical schemes (SLS) of subject domain - speciality, discipline, a training module.

SLS of subject domain is a directed graph without cycles, which is the basic unit of domain knowledge and logical connections between them. The last one determine, in particular, the sequence of the study of knowledge units. In our opinion, the SLS should represent a three-level hierarchy:
- "speciality" - "discipline" - "training module"

Models of a representation of the level of a learning module are described in knowledge engineering. They are semantic networks, frame models, object-oriented models. A well-known model of mathematical knowledge is semantic (algebraic calculating) Tiugu network [22]. Next, we review the mathematical models of representation of the procedural knowledge in SCMEP.

Model of information support of mathematical discipline is shown on Fig. 2.

The basic structural unit of informational support of a learning process is a training module. SLS of module in mathematical discipline defines:
- The contents of didactic materials;
- Signature of a learning module;
- A list of mathematical models of a learning module;
- A list of elementary transformations of models of a learning module;
- A list of types of training tasks of a learning module.

Fig 2. The structure of a knowledge representation of an academic discipline
The signature of learning module. Mathematical theories, which are taught in the module, use mathematical symbols (operations, predicates, functions). For example, Trigonometry module introduces the characters of trigonometric functions and inverse trigonometric functions, a symbol of the constant \( \pi \). The list of these symbols consists of the signature of a learning module. The complete signature of this module consists of own signature of the module and signatures of modules which this module depends on in SLS of discipline.

Mathematical models of learning module. The subject of the study is the formal definitions of mathematical objects. In the training module Trigonometry it is, for example, the formal definition of trigonometric expressions, trigonometric equations, etc. Graphical tools play an important role in the presentation of mathematical models. Generally mathematical models of applied learning modules can and should be presented in the form of graphs, figures, charts, etc. Therefore, the formal definition of mathematical objects includes the information about the parameters of their graphical representations.

Educational tasks of learning module. The main subject of the study in the learning module of mathematics and exact disciplines is educational tasks; the list of their types is defined in the curriculum of a discipline. These are standard tasks. To solve them is the requirement of the state standard (the educational professional program. The formal definition of an educational task \( P \) includes the model of task \( \mathcal{M}(x_1, \ldots, x_n) \), the condition of task \( \varphi(x_1, \ldots, x_n) \) and a question \( Q(x_{j_1}, \ldots, x_{j_m}) \) to it (\( P = \langle \mathcal{M}, \varphi, Q \rangle \)). The definition of educational task can be interpreted as:

Given \( \mathcal{M}(x_1, \ldots, x_n) \) and \( \varphi(x_1, \ldots, x_n) \), Find \( Q(x_{j_1}, \ldots, x_{j_m}) \).

For example, the task: Build a tangent to the graph \( F \) of the function \( y = \frac{x+1}{x} \) at point A with the abscissa \( x_1 = 1 \) is submitted by the model:

\[
\mathcal{M} = F(y = f(x)) \& A(x_0, y_0) \& L(y - y_0 = f'(x_0)(x - x_0)) \& (y_0 = f(x_0)),
\]

condition \( \varphi = (f(x) = \frac{x+1}{x}) \) and \( (x_0 = 1) \) and question \( Q = ?L \).

Let’s note, that the model and questions of the task contain the model of the function \( y = f(x) \), the points \( A(x_0, y_0) \) and the straight (tangent) \( y - y_0 = f'(x_0)(x - x_0) \). Letter designations \( F, A, L \) mean that these models have graphic images designated by the appropriate letters on the chart.

Elementary transformations of models. The process of solving of an educational task is defined as a sequence of steps, above each of which one of the elementary transformations \( \mathcal{M} \& \varphi \& Q \) is carried out. For each learning module specific transformations are defined. A complete list of elementary transformations of this learning module consists of specific transformations of this module and transformations of the modules which this module depends on in SLS of discipline.

The model of didactic content is shown on Fig. 3.

Thus, the formal definition of the learning module (Subject Domain) is defined by the quartet \( SD = \langle \Sigma, MM, ET, Task \rangle \).
If the learning module in the SLS discipline depends on the modules $SD_1, ..., SD_k$, then $\sum_{SD} = \bigcup_{j=1}^{k} \sum_j$. Similarly $ET_{SD} = \bigcup_{j=1}^{k} ET_j$. $\sum_j$ and $ET_j$ are the complete signatures of modules (set of all symbols of functions and operations defined in this module). These parities are a formal definition of the modular structure of the learning discipline and speciality.

Fig. 3. Model of didactic content of ISEP for speciality

<table>
<thead>
<tr>
<th>SLS of Speciality</th>
<th>SLS of Discipline</th>
<th>SLS of Learning module (LM)</th>
<th>Educational questions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Signature</strong></td>
<td>List of symbols of operations and functions, which are subject of study in LM</td>
<td>$\sum_{SD}$</td>
<td>$\sum_{SD}$</td>
</tr>
<tr>
<td><strong>Mathematical models</strong></td>
<td>List of mathematical models, which are subject of study in LM</td>
<td>$MM_{SD}$</td>
<td>$MM_{SD}$</td>
</tr>
<tr>
<td><strong>Elementary transformations</strong></td>
<td>List of elementary transformations of mathematical models LM.</td>
<td>$ET_{SD}$</td>
<td>$ET_{SD}$</td>
</tr>
<tr>
<td><strong>Educational tasks</strong></td>
<td>List of standard educational tasks LM.</td>
<td>$Tasks_{SD}$</td>
<td>$Tasks_{SD}$</td>
</tr>
</tbody>
</table>

5 Models of the management of a learning process

The analysis of the learning process allows building basic models of learning management: lessons (Fig. 4), lectures, workshops, control works, editing didactic material and consultation.

Fig. 4. Model business precedents “Lesson”
First of all, these models take into account all stages of learning - from the preparation to the supply of a relevant precedent’s results, secondly, they show participants’ learning activities.

The teacher’s responsibility is the organizing of a lesson as a business-precedent. It means preparation and conducting of the lesson, reviewing the results of it. A student is responsible for homework, participation and completion of the lesson.

6 **Activity environments as a means of support of practical mathematical activity**

The content of an educational discipline for a class-lesson form of organization of a learning process has the following structure:

- **Academic discipline** (*name*)
- **Subject** (*number, name*)
- Theoretical questions (*number, name*):
  - Content // Definition, Properties, Theorems, Proof, Examples …
- Practical learning objectives:
  - Content // Types of educational tasks. Methods for solving of educational tasks.
  - Thematic tests (*Number, Name*)
  - Content // Options for thematic control work

It is possible to extract the group of materials that contain educational information on the corresponding area of knowledge from all the (electronic) didactic materials in the learning discipline. These are a Textbook, a Taskbook, a Library of Supporting Compendiums, a Solving Environment, an Educational Manual, a Guide, Summaries of Lessons, an Exercisebook, a Library of Practical Lessons, a Testing Environment, etc. All of these didactic materials is intended to provide a certain form of a lesson, a type of educational activity and oriented on a specific category of users as well. The functionality of these modules is described in [23-25].

Practical mathematical student’s activity is the main form of educational activity in the study of subjects, based on mathematical models and methods. Its educational goal is to build the course of solving educational tasks without getting answers. That is why object-oriented ISEP in mathematics, such as SCMEP, must support the process of mathematical problem solving. From the technological point of view, the information support of the solving of educational tasks is possible, only if its solution is in a specialized software module - activity environment (AE). AE is the main software modules of SCMEP. There are some works devoted to the mathematical methods of its construction [23, 26, 27-29, 30, 31, 32, 33].

The main function of the Solving Environment (SE) is to support the solving process of mathematical task in different modes.

Here are some basic functional requirements to the SE: the ability to export of a learning task from Taskbook or Exercisebook; the ability to save solving process of the task (fully or partially) in a Exercisebook; the ability of keyboard input of condition of an educational task of one of the standard types; the ability to select one
of the modes of solving the educational task; the ability to review a solving process of the educational task.

One of the most important aspects of practical mathematical support of the student is the validation of the performance of his actions at various stages of solving task - from the stage of the construction of mathematical models to the finishing stage of checking of the process solutions or answers. The second important aspect of the support is the automation of routine activities associated with the calculations. The third aspect is providing a convenient system of tips to a student in various stages of solving the problem like a generation of a mathematical model of a problem, process or step of its solution, answers.

Practical mathematical activity of the teacher should also be supported. The first aspect of this support is checking of the process of the problem solving. The system has to check the correctness of the process of the problem solving, done earlier by the student (mode of control work).

The second aspect of teacher’s support is the automation of testing of students' knowledge. The specific activity environment is to verify the knowledge of basic mathematical rules and formulas (special test that uses mathematical tests).

The system should also ensure an effective management of the learning process in whole, supporting the interaction of a teacher and a student.

SCMEP must also provide the user with the appropriate mathematical tools (calculator, graphing tools, etc.).

Testing Environment. Testing is the main most common technology of knowledge control in systems for educational purposes. However, in practice the system of testing verification are oriented on declarative knowledge. The problem of checking the procedural knowledge needs to be resolved.

A characteristic feature of mathematical test is that the response must be in the form of mathematical (logical) expression, and the checking of answers is the checking of the semantic correctness of the expression.

Graphs. An important methodological role in the study of mathematics has graphic construction. The topic "Charts of a function" is a major cross-cutting theme in the course of school algebra. That is why graphical constructions' environments should be included as well in the SCMEP.

Calculator. The main function of the Calculator is to support the solving of learning mathematical task. It is the generation of the response or process of the solution and the answer. This environment implements the classic function Solve(), Simplify() professional systems of computer mathematics. The environment should also support algebraic and arithmetic calculations, including approximate calculations for processing of the results of laboratory experiments.
7 Implementation of the concept of systems of computer mathematics for educational purposes

The scientists of the department of computer science, software engineering and economic cybernetics of Kherson State University are engaged in the implementation of the concept SCMEP.

The researches were carried out during the process of the scientific and technical work on government contracts and state program "Information and communication technologies in education and science". They were based on the practical experience received during the development of ISEP and performed by the order of the Ministry of Education and Sciences (copyright certificates [34-38]):

- Program-methodical complex «TerM VII» of the support of a practical mathematical learning activity.
- Software tool "Library of Electronic Visual Aids Algebra 7-9 grade for secondary schools in Ukraine."
- Pedagogical software tool "Algebra, Grade 7".
- Software tool for educational purposes "Algebra, Grade 8".

The system approach was offered for the construction of models and program realizations of SCMEP as for the development of SCMEP that are listed above. The approach can be used at the construction of a wide class of program systems for educational and scientific purposes.

Currently several software products are developed using the same technology. «TerM VII» is one that has English interface.

![Fig. 5. General view of the window «TerM VII».]
Fig. 6. General view of the page of Textbook

Fig. 7. General view of the window of TaskBook
Fig. 8. Solving task in the window of AE "Graphs"

Fig. 9. View of the AE “Solving Environment” with a loaded task
Fig. 10. View of the AE “Testing Environment” with a loaded test.

All SCMEP developed in the framework of this study are used in the educational process in Ukrainian schools. They successfully passed the procedure of the certification, the relevant Commission of Ministry of Education and Science of Ukraine, the established procedures of approbation in secondary schools of Ukraine and recommended for the use in the educational process.

8 Conclusion

ISEP is a system of the learning process support. Its main objectives are to ensure the relevance and accessibility of learning tools, support the processes of new knowledge transferring and the process of knowledge control (feedback).

ISEP should correspond to the contemporary forms of learning process in schools of various levels, be focused on all participants in the learning process, all forms of workshops and activities of participants of the learning process. ISEP must be subject-oriented, based on the knowledge of a corresponding subject domain.

The system of training SCMEP contains appropriate didactic materials and the activity environment for disciplines based on mathematical models and methods.

Practical mathematical activity of a student is the main form of learning activities in the study of subjects, based on mathematical models and methods. Its aim is solving of mathematical learning problems.

Activity environments are computer learning tools designed to support practical mathematical activities of participants of the learning process.

ISEP is the system distributed to the working areas of the participants of the learning process. Each of the area in its composition has appropriate tools of control of the training sessions and types of activities, personalized system of learning tools and tools of the interaction of participants of the learning process support.
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Abstract. The most effective higher education quality indicators are openness and transparency of all the University activities results, including the results of educational and scientific work of every teacher and student. That is why modern electronic university learning environment should provide open decentralizing component that would contain a webpage with every educational process participants’ qualitative and quantitative indicators of educational activity – an e-portfolio. The motivation to filling a portfolio by every teacher can be university ranking which takes into account in certain proportion all teachers’ activities and has moral and material consequences. Indicators of a portfolio should include those of a priority for university development at a certain time and be taken into account on different ratings, including international and Ukrainian. There are different ways of creating and filling an e-portfolio. One of them is the Wiki-technology use that ensures openness and transparency of the performance of the teacher, each structural unit and the university as a whole, used at Borys Grinchenko Kyiv University. E-portfolio on the university Wiki-portal should be considered a generalization of the electronic educational environment various components of the university, in particular, LMS, Moodle, creation and usage statistics of faculty e-learning courses, system of student survey about the quality of every teacher and discipline, filling institutional repository with research and methodological publications, relevant catalogues on teachers’ training competition winners, participation in international scientific research projects and more.
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1 Introduction

European Association for Quality Assurance in Higher Education (ENQA) has proposed the standards for determining the quality of higher education: internal and external [8], newly-created and based on the experience of Evaluation of the educational quality in the countries of the Western Europe. Standards for internal quality assurance in higher education relate to such areas of activity:

- Policy of the educational institution and the procedures for quality assurance;
- Approval, monitoring and periodic review of programs and diplomas;
- Assessment of students;
- Quality assurance of teaching staff;
- Educational resources and support for students;
- Informational systems;
- Public access to the information.

Indicated standards and recommendations set the common European format to quality assurance and for creation of a single European educational environment. Ukraine is a participant of such an environment that is why higher education institutions have to implement these standards, as stated in the Law of Ukraine on higher education [4].

The portfolio has started to be in use recently in Ukraine. But the single interpretation of the portfolio functions has not been formulated yet, each one uses portfolio in a different way, there is no approach needed to formulate the structure of the final portfolio of scientific-pedagogical staff members, what reflects all aspects of his work – his reflection, reflection of qualitative and quantitative indicators of professional development, results’ presentation to the colleagues and students, analysis of administration work and so on. Modern society focuses on quality in everything, including in education and teacher plays a crucial role in shaping the quality of universities. Therefore, measuring the results of scientific and pedagogical employee is very important in our time.

The aim of the article is a description of e-portfolio structure of scientific-pedagogical staff member, as a possible tool for measuring the results of his performance and its further usage in the activities of the higher education institution. Defining the model for formation of e-portfolio of scientific-pedagogical staff members and its usage in the activities of the university.

2 USAGE OF E-PORTFOLIO OF SCIENTIFIC-PEDAGOGICAL STAFF MEMBER IN ACTIVITY OF A MODERN UNIVERSITY

Let’s have a detailed look at the standard of “Quality assurance of teaching staff” and define the instruments for measuring the results of activity of the scientific-pedagogical staff member of a modern university. Recommendations of this standard are: these universities should have certain procedures and criteria that would certify
that professors who work with students are qualified and have highly professional level to carry out their duties. These procedures and criteria on which the check is based should be in open environment. The recommendations stated that professor “is the most important learning resource available for the majority of the students”. Therefore, it is important that professors had some level, know their subjects, applied ICT, professionally developed and engaged publication activity. Also “they have access to information about how their work is evaluated”. Universities should use such “procedures for the selection and appointment that allow verifying that the new professor has at least a basic level of competence as a minimum”. The university has to provide all conditions for effective activity. Let us define the parameters of this standard:

- Professors’ surveys;
- Students' surveys;
- Availability of ICT competency standards for professors;
- Public reporting of faculty members, departments, institutes;
- System for in-service training for professors;
- System of rating indicators of professors’ performance.

E-portfolio can be an instrument for measuring the quality of the teaching staff by assessing the quantity and quality of professors’ performance. Quantitative indicators of activity quality can be: print and electronic publications, participation in projects, conferences, grants, etc. Qualitative indicators are professional internship, training with the purpose of qualification improvement, scientific school, peers reviews, certification and so on.

To display teacher’s activity pedagogical stuff forms e-portfolio space, administration can inspect the data in the portfolio, make appropriate conclusions regarding the activities of a particular employee and the university as a whole, as a result - to improve quality, enhancing the activity of professor. E-portfolio is formed using components of the electronic environment of the University, which systematically reflects the activities of the university as a whole and is the support for all university activities. The structure of the electronic environment is determined by the needs of higher education. The main component provides training through the use of e-content. For information and represent the university created the site. Publication activities for teachers and students are electronic publications, electronic resources of the library is a repository. Platform designed to implement educational technologies aimed at active students and teachers, all members of the educational process is a wiki portal, which also allows you to place the open e-portfolio. Important indicators of scientific and pedagogical employee are also profiles of open and scientometric databases - Google Scholar, Russian Science Citation Index etc. There are many interpretations of the term “portfolio” and different variations of its structures. Portfolio is a “calling card” of scientific and pedagogical employee containing information on various aspects of his activities, information on scientific work, professional development, training activities and personal information. E-portfolio - a portfolio of scientific and pedagogical employee based on electronic resources. The goal of the portfolio depends on its structure, if the portfolio is a tool for measuring the performance of scientific and
pedagogical employee, it should reflect all the aspects of the scientific and pedagogical employee affecting the overall presentation of the university.

When determining the portfolio structure it was taken into account the European standards for quality assurance, methods of forming the ranking of higher education institution in Ukraine “TOP-200 Ukraine”[6] (the quality of scientific-pedagogical potential, the quality of education, international recognition), a set of measures to stimulate the publishing activity of the employee of Borys Grinchenko Kyiv University [7] and the indicators for rating of professors of Borys Grinchenko Kyiv University. The main components of e-portfolio include:

— Personal data;
— Research activity;
— Professional Development;
— Teaching.

Let us have a closer look at these components on the schemes below (Figure 1):

| Personal data |
| Research activity |
| - Publications (Monographs, articles in journals included in scientometric databases, articles in professional journals, articles in collections of scientific works...) |
| - Open publication citation index |
| - Participation in international research projects, mobility programs |
| - Guide students' scientific, creative, theatrical groups |
| - Scientific school |
| Professional Development |
| - Participation in social project "From Kyiv and Kyiv" |
| - Certification training |
| - Implementation of innovative measures in the University or under its brand |
| - Certificate of Registration of Copyright |
| Teaching |
| - Rating for students |
| - Textbooks, teaching and learning materials |
| - Curriculum |
| - Developed certified e-learning courses |
| - Number of programs taught in a foreign language |
| - Mentoring academic group |
| - Scientific creative and sporting achievements of students led by teacher |

**Fig. 1. Structure of e-portfolio of scientific-pedagogical staff member**

All these components form a complete representation of scientific-pedagogical activity of a stuff member. E-portfolio has the following advantages:

— Update information about yourself
— The check of whether the content is correct and right
— Analysis to create a rating
— Ability of scientific-educational stuff member to present himself “well” in the Internet
— Provide an actual resume.
— Conducting a reflection of the own activities.

Let us build a model of e-portfolio of scientific educational stuff member and its usage in activity of the higher education institution (Figure 2):

![Fig. 2. Model of e-portfolio development and use](image)

The data represented in the e-portfolio is transferred automatically from the institutional repository of University and Google Scholar profile.

Institutional repository (http://elibrary.kubg.edu.ua) – is a separate resource, created to review the scientific publications of professors in a free access. The main function of Institutional repository is accumulation, systematization and storage of electronic products of intelligent scientific audience, providing open access to the means of Internet technologies, dissemination of research materials in the world scientific and educational space.

After placing personal materials in the institutional repository, metadata is transferred into the appropriate fields of e-portfolio of scientific-pedagogical stuff member. Institutional repository is registered in Google Scholar that makes it possible to have free access to all publications in repository and to see citation index of authors and related articles.

Google Scholar allows easy to perform advanced search of academic literature. The aim of Google Scholar (http://scholar.google.com.ua) is to streamline the articles with assessing the full article, author and issue, in which the article was published and citation index of articles in other academic literature.
The advantages of using Google Scholar for universities are:
- Creation of a profile;
- Monitoring the citation of publications;
- Names of professors appear in search results;
- Citation index;
- Statistics;
- Library.

Citation index of Google Scholar will automatically be transferred to the appropriate fields in e-portfolio of scientific and pedagogical employee.

Professor can fill own data on site http://e-portfolio.kubg.edu.ua (Figure 4).

This forms a complete and relevant portfolio that performs the function of data integration of scientific and pedagogical stuff member. Administration can analyze the
data in the right format and draw conclusions. Based on e-portfolios, professors can form the general framework of the university (Figure 5):

<table>
<thead>
<tr>
<th>After filling e-portfolio the data goes to</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open resources (public)</td>
</tr>
<tr>
<td>Closed resources (internal)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Statistical data can be represented in a database:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lecturer</td>
</tr>
</tbody>
</table>

View details:

| Reports | Licensing | Accreditation | ... |

Fig. 5. Use of e-portfolio

E-portfolio can be transformed into the full report of a researcher activity (Figure 6):

Fig. 6. Example of professor’s e-portfolio

In a convenient way the reports of departments and institutes also can be formed. The part of e-portfolio data becomes open and is transferred to the personal pages on the Wiki-portal of Borys Grinchenko Kyiv University, and some part remains closed – to collect materials for accreditation, licensing, etc. (Figure 7).

Fig. 7. Example of forming open and closed data
Webometrics is also very important for universities. It provides representation of academic and research institutions in the Internet and stimulation of open access to scientific information is displayed in the global Webometrics ranking of universities based on an analysis of the official website of the university.

Indicators of this rating include:
- Presence – number of web pages
- Impact – links to Universities web pages
- Openness – institutional Wiki repository and portal
- Excellence – scientific articles.

Analyzing key Webometrics rating indicators we can make conclusions that displaying of lecturers data and their work in an open space will have a positive impact on performance of a university in Webometrics.

For e-portfolio to become an instrument for assessment, professors have to fill their e-portfolio conscientiously. Survey was conducted for professors of Borys Grinchenko Kyiv University, the question was: “Do you have your own e-portfolio”, 21% replied that they have – those researchers should only bring its portfolio to the corresponding structure; 35% are ready to build, but they only need to be taught, 45% should be motivated. Most professors see the benefits of using e-portfolio to display their professional activity. In addition, professors determined the advantages of e-portfolio usage (figure 8):

Fig. 8. Results of professors’ answer the question about advantages of e-portfolio usage

This means that professors are positive about forming their personal e-portfolios. E-portfolio in the University is shown in Figure 9.
Therefore the teacher’s e-portfolio is one of the indicators of education quality in universities. The motivation to filling a portfolio by every teacher can be university ranking which takes into account in certain proportion all teachers’ activities and has monetary and reputational consequences. Indicators of a portfolio should include those of a priority for university development at a certain time and be taken into account on different ratings, including international and Ukrainian.

3 Conclusions

The use of Wiki-technology provides openness and transparency of the performance of the employee, each structural unit and the university.

E-portfolio on Wiki-portal of the university should be considered as the use of the university various components of the electronic educational environment, in particular LMS Moodle and creation of statistics and use of e-learning courses by faculty, system of students survey about the quality of training by each teacher every discipline, filling institutional repository on research and methodical publications, relevant registers on training teachers of the winners of competitions, participation in international scientific and research projects, etc.

Activity of every university scientific-pedagogical stuff member affects the formation and functioning of the electronic environment of the educational institution that is created to provide quality training and development of scientific and educational potential. As it presents different aspects of teaching activity, e-portfolio can be used with the purpose of stimulation and measurement the quality of scientific-pedagogical staff of the institution.
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1 Introduction

The development of a modern university learning environment is supported by emerging ICT on the basis of advanced network infrastructures, especially within cloud-based settings. Cloud computing (CC) technology is used to enhance multiple access and joint use of educational resources at different levels and domains, combining the corporate resources of the university and other learning resources within a united framework. Progress in the area has provided new insights into the problems of educational electronic resources access and configuration within the learning environment, bringing new models and approaches. The promising trend of research is concerned to the hybrid service models [4, 19, 24]. It has given rise to research of better ways of introducing innovative technology.

A set of different service models may be elaborated and combined to provide access for the cloud-based learning components within the hybrid environment’s architecture. Quality evaluation of cloud-based components is a promising way to choose and approve the most appropriate delivery settings.
The purpose of the article is to analyse the ways of educational electronic resources delivery within the hybrid cloud-based settings, and to substantiate and validate the quality evaluation indicators and approach to the cloud-based learning components design.

The research method involved analysing the current research (including the domestic and foreign experience of the application of cloud-based learning services to reveal the concept of the investigation and research indicators), examining existing models and approaches, estimating the current state of quality research development, considering existing technological solutions and psychological and pedagogical assumptions about better ways of introducing innovative technology, and conducting pedagogical experiments, surveys and expert evaluations.

2 Problem Statement

The challenges of making the ICT infrastructure of the university environment fit the needs of its users, taking maximum advantage of modern network technologies, and ensuring the best pedagogical outcomes, have led to the search for the most reasonable ways of e-resources access within the environment framework. The cloud-based learning resources have many progressive features including better adaptability and mobility, as well as full-scale interactivity, free network access, a unified structure among others [4, 21, 23]. So, the modelling and analysis of their design and deployment in view of the current tendencies of modern ICT advance have come to the fore.

Among the priority issues there are those concerning existing approaches and models for electronic educational resources delivery within the hybrid cloud-based setting; the cloud-based learning components quality assessment techniques; quality research indicators substantiation and validation; evaluation of current experience of cloud-based models and components use.

3 State of the Art

According to the recent research [4, 9, 15, 20, 21], the problems of implementing cloud technologies in educational institutions so as to provide software access, support collaborative learning, implement scientific and educational activities, support research and project development, exchange experience are especially challenging. The formation of the cloud-based learning environment is recognized as a priority by the international educational community [18], and is now being intensively developed in different areas of education, including mathematics and engineering [2, 8, 28, 30].

The transformation of the modern educational environment of the university by the use of the cloud-based services and cloud computing delivery platforms is an important trend in research. The topics of software virtualization and the forming of a unified ICT infrastructure on the basis of CC have become increasingly popular lines of investigation [8, 20]. The problems with the use of private and public cloud
services, their advantages and disadvantages, perspectives on their application, and targets and implementation strategies are within the spectrum of this research [7, 8, 28].

There is a gradual shift towards the outsourcing of ICT services that is likely to provide more flexible, powerful and high-quality educational services and resources [4]. There is a tendency towards the increasing use of the software-as-a-service (SaaS) tool. Along with SaaS the network design and operation, security operations, desktop computing support, datacentre provision and other services are increasingly being outsourced as well. Indeed, the use of the outsourcing mechanism for a non-core activity of any organization, as the recent surveys have observed happening in business, is now being extended into the education sector [9]. So, the study of the best practices in the use of cloud services in an educational environment, the analysis and evaluation of possible ways of development, and service quality estimation in this context have to be considered.

The valuable experience of the Massachusetts institute of technology (MIT) should be noted in concern to the cloud based learning environment formation in particular as for access to mathematical software. The Math software is available in the corporate cloud of the University for the most popular packages such as Mathematica, Matlab, Maple, R, Maxima [30]. This software is delivered in the distributed mode on-line through the corporate access point. This is to save on license pay and also on computing facilities. The mathematics applications require powerful processing so it is advisable to use it in the cloud. On the other case the market need in such tools inspires its supply by the SaaS model. This is evidenced by the emergence of the cloud versions for such products as Sage MathCloud, Maple Net, MATLAB web-server, WebMathematica, Calculation Laboratory and others [2, 8]. Really there is a shift toward the cloud-based models as from the side of educational and scientific community, and also from the side of product suppliers. The learning software actually becomes a service in any case, let it be a public or a corporate cloud.

There are many disciplines where it is necessary to outsource the processing capacity: for example, the computer design for handling vast amounts of data for graphics or video applications. This is also a useful tool used to support the collaborative work of developers, as the modern graphical applications appear to be super-powerful and require joint efforts [7]. There is a research trend connected to the virtual computing laboratories (VCL) [16, 29] delivered in the cloud-based paradigm. This trend is inherent in the field of informatics, and learning resources for processing and sharing are needed.

Nowadays there are various universal cloud consumer applications, in particular MicrosoftOffice 365, Google Apps and others which gain an appropriate use in educational process [9, 26]. There is also a wide range of cloud services such as online photo and video editors, web pages processors, services for translation, check spelling, anti plagiarism and many others which are now available [26].

There is a principal transformation of approaches in concern to services supply within the cloud based infrastructure. It is considered to be a new stage of the service oriented models development [10, 27]. There is a branch of research devoted to the service oriented infrastructure in this actual perspective. The issues of service oriented
architecture development are described in [10]. The problem of turning software into a service is also posed [27]. For example, more powerful approaches for services integration appear while services compositions are used as building blocks in a process of elaboration of programming code [16]. The CC development brought the term the service orchestration into scientific discussion while number of web services can be combined to perform the higher level business process to manage and coordinate execution of the component processes [11]. In this regard the notion of the global software development (GSD) is considered as novel trends overcome geographical limits [11]. There is a significant revise of approaches to ICT services elaboration and this is concerned to its integration and composition.

Another set of problems is concerned with the hybrid service models and infrastructure solutions combining different public and corporate services on the united platform. Due to this approach, access to educational software set on a cloud server or in a public cloud is organized. This trend is now especially promising for the sphere of education [8, 19]. The challenge regarding novel technological solutions and their impact guide the search for the most reasonable method of implementation.

An essential feature of the cloud computing conception is dynamical supply of computing resources, software and hardware its flexible configuration according to user needs. So comparison of different approaches and cloud models of software access is the current subject matter of educational research [7, 8, 26, 28]. Despite of the fact that the sphere of CC is rather emerging there is a need of some comparison of the achieved experience to consider future prospects [28]. Also the problems of software choice in the learning complexes to be implemented in a cloud arise. This leads to the problems of cloud-based learning resources quality evaluation techniques and research indicators substantiation.

In the cloud-based learning environment, new ways of EER quality control arise. There are specific forms of the organization of learning activity related to quality estimation. For example there are e-learning systems based on the modelling and tracking of individual trajectories of each student’s progress, knowledge level and further development [31]. This presupposes the adjustment, coordination of training, consideration of pace of training, diagnosis of achieved level of mastery of the material, consideration of a broad range of various facilities for learning to ensure suitability for a larger contingent of users. The vast data collections about the students’ rates of learning are situated and processed in the cloud [31]. There are also collaborative forms of learning where the students and teachers take part in the process of resource elaboration and assessment; this is possible in particular by means of the SageMathCloud platform [2].

Thus, in view of the current tendencies, the research questions are: how can we take maximum advantage of modern network technologies and compose the tools and services of the learning environment to achieve better results? What are the best ways to access electronic resources if the environment is designed mainly and essentially on the basis of CC? What are the most reasonable approaches to validate quality evaluation criteria? This brings the problem of the cloud-based learning components modelling, evaluation and design to the forefront.
4 Pedagogical Aspects of Electronic Resources Delivery and Quality Research Indicators

Cloud computing technology is now one of the leading trends in the formation of the information society. It constitutes an innovative learning concept and its implementation significantly affects the content and form of different types of activities in the sphere of education [4, 12, 20].

Along with the emergence of cloud computing, the number of objects, developments and domain applications are continually growing, which indicates the rapid spread of the innovation [23]. The concept of the cloud-based learning environment is now in line with the wider trend; that is to say, the ICT environment of the university, where some didactic functions as well as some fundamentally important functions of scientific research are supported by the appropriately coordinated and integrated use of cloud services [23]. The aim of the cloud-based learning environment formation is to meet the users’ educational needs. To do this, the introduction of cloud technology in the learning process should to be holistic and carried out according to the principles of open education, including meeting the following needs: the mobility of students and teachers, equal access to educational systems, providing qualitative education, and forming and structuring of educational services [3, 23].

The main elements of the cloud computing conception, including the types, application service models, essential features, ICT architecture and others, are reflected in the structure of the modern educational organizational systems [5]. Therefore, a number of concepts and principles that characterize the development and application of CC-based services are significant in the consideration of the educational environment design.

The concept of electronic educational (learning) resources (EER) appears to be the centre of attention. In particular, at the Institute of Information Technologies and Learning Tools of the National Academy of Pedagogical Sciences of Ukraine the conception that provided the definition of electronic educational resources (EER) its classification, and the ways it can be applied has been developed and proposed [5].

According to the definition given in [5, p.3], “The electronic educational resources are a kind of educational tool (for training, etc.) that are electronically placed and served in educational system data storage devices which are a set of electronic information objects (documents, documented information and instructions, information materials, procedural models, etc.)”.

The elaboration of the electronic learning resources should be considered as a specific activity, which is linked to the mandatory need to take into consideration the psychological and pedagogical aspects of building an educational system methodology, the design of an open computer-based learning environment, and the involvement of the scientific and pedagogical staff, including the best teachers and educators [4].

Cloud Service – is a service that provide “network access to a scalable and elastic pool of shareable physical or virtual resources with self-service provisioning and administration on-demand” [12, p.6]. These services are used to supply the electronic
Educational resources that make up the substance of a cloud-based environment, and to provide the processes of elaboration and use of the educational services.

Electronic resources appear to be both the objects and the tools of activity for a learner; therefore, these resources are used to maintain certain functions that are realized in the learning process. By the educational service we mean a service provided at the request (in response to an inquiry etc.) of a user that meets some service function carried out by the organization or institution (service provider, outsourcer) [4].

There are also four service deployment models for cloud computing application that reflect the mode of the cloud infrastructure set up in a particular organization: the corporate cloud is owned or leased by the organization; the cloud community is a shared infrastructure used by a community; the public cloud is a mega-scale infrastructure that may be used by any person under some payment terms; the hybrid cloud is a composition of one or more models [4, 18].

The hybrid service model is to combine various approaches for learning resources access within the cloud-based settings.

The EER of the public cloud can occupy the role of software for general purposes such as office applications, systems support processes for communication and data exchange and others, and also the special software designed for educational use [15, 26]. The number of EERs is increasing and this trend is likely to intensify. By means of CC-based tools, a significant lifting of restrictions on the implementation of access to qualitative learning resources may be achieved. Now, these questions are not a matter of future perspective, they need practical implementation. For this purpose, the problem of the design and delivery of electronic educational resources in the cloud-based environment in particular within the hybrid service modes is a complex one and not only should technological needs be considered, but also the pedagogical aspects.

Due to the significant educational potential and novel approaches to environmental design, its formation and development, these questions remain the matter of theoretical and experimental studies, the refinement of approaches, and the search for models, methods and techniques, as well as possible ways of implementation [4].

To carry out research and experimental activities and the implementation and dissemination of the results, the Joint research laboratory of the Institute of Information Technologies and Learning Tools of the NAPS of Ukraine and the Kherson State University was created in 2011 with the focus on issues of educational quality management using ICT [32].

As part of the programme of joint research work, the Kherson State University was approved as an experimental base for research on the definition and experimental verification of the didactic requirements and methods of evaluating the quality of electronic learning resources in the educational processes of the pilot schools [32]. The purpose of the experiment carried out was to identify and experimentally verify the requirements and methods of evaluating the quality of the electronic learning resources used in the educational process in secondary schools [32].

The quality evaluation of EER in the cloud-based learning environment is a separate line of work in the Laboratory’s research. In this case, there are different approaches and indicators. The access organization has been changed so the models
of learning activity have been changed also. There are the following questions: What features and properties have to be checked so as to measure the pedagogical effect of the cloud-based approach? With regard to the pedagogical innovation, what are the factors influencing pedagogical systems, their structure and organization? Is the improvement in learning results achieved due to the cloud-based models? In this context, the quality of EER is a criterion for estimating the level of organization and functioning of the cloud-based learning environment.

With regard to this, the following hypothesis is to be posed: the design of the learning environment on the basis of cloud models of access to learning resources contributes to the improvement of the quality of these resources and the improvement of the processes in this environment and their organization and functioning, resulting in an improvement in learning results.

The method of electronic resources quality estimation was developed and used in the Joint laboratory of EER quality control [14, 32]. In this case, the different quality parameters have been detailed and selected [14]. It is important that the psychological and pedagogical parameters are estimated in the experimental learning process, while the other types of parameter such as technological or ergonomic may be estimated out of this process.

The prospective way of the estimation of the quality of learning resources is by means of the cloud-based environment. As the resources are collectively accessed, there is a way to allow experts into the learning process so they may observe and research their functioning. This is a way to make the process of quality estimation easier, more flexible and quicker. The process of estimation becomes anticipatory and timely. The estimation may be obtained just once along with the process of EER elaboration, and it is very important to facilitate the process [25].

There are several groups of quality criteria to be taken into consideration and checked in the process of complex quality assessment of ICT-based learning tools. Generally, there are main groups such as: psychological and pedagogical indicators; and ergonomic and technological indicators [14, 32]. There is no single set of criteria clearly acknowledged to be unambiguous. There is a problem of criteria substantiation as the didactic and methodical, and psychological aspects of educational use of ICT, are hardly regulated and standardized [22]. Still, there are research works devoted to the problems of quality evaluation in this field, where the system of quality criteria has been substantiated and proved experimentally [14].

Another kind of problem is connected to the cloud-based learning tools’ quality estimation. Specific kinds of criteria are valuable in this case with regard to innovative features of advanced learning settings. So, for the purpose of this study, the quality criteria were scrutinized to reveal the most significant. There were also two groups of indicators selected: the pedagogical and psychological; and technological. It is not feasible to take into account all possible criteria inherent to cloud-based tools’ application. There are a lot of technical and technological aspects to be considered, such as portability, sustainability, security, and others. Not to underestimate the importance of all relevant features, the study is concerned with those quality aspects that are valuable only in the case of educational use of ICT-based tools.
Therefore, among the variety of technological parameters, this study focuses on those that are important for pedagogical study in relation to the introduction of emerging ICT. Technological innovations cause shifts in pedagogical approaches and transformations of target, content, and methodological aspects of educational systems [4]. So, the quality of emerging ICT tools must reflect the prospected shift in learning technologies and improvement of pedagogical outcome.

Among the technological indicators of cloud-based educational resource quality evaluation, are those concerned with ease of access, showing if electronic resource access organization is easy and convenient; the intuitive clarity of the interface, reflecting if the user interface is clear and easy to learn; responsiveness, meaning performance in real time work; sustainability, concerning capability of functioning while working with the resource from any computer via a browser; support of collaborative work, encompassing facilities to support collaboration in the learning process; ease of integration, meaning suitability to be incorporated into a single environment along with other resources; and usefulness, covering overall utility (feasibility) of resource use.

The pedagogical and psychological criteria of the cloud-based learning resource quality evaluation should be the same as any other educational electronic resource in many respects. However, this is an important step in the quality evaluation process that cannot be neglected while investigating any tool aimed at learning. The set of psychological and pedagogical indicators for the research are as follows: the scientific clarity of the content; accessibility of the content, delivered by the resource; fostering the intellectual development of a learner while working with the resource; problem orientation of content and functioning; personalization in the learning process; adaptability as suitability for most of the possible user contingent; methodical usefulness, meaning the most appropriate support for learning methods; professional orientation as providing learners’ professional development; and feedback connection.

As the criteria set is identified and formed, there is a need to provide validity of every indicator that may be achieved by this research.

5 The Hybrid Service Model of Learning Software Access

To research the hybrid service model of learning software access, a joint investigation was undertaken in 2013–2014 at the Institute of Information Technologies and Learning Tools of the NAPS of Ukraine and Drohobych State Pedagogical University named after I.Franko. At the pedagogical university, the experimental base was established where the cloud version of the Maxima system (which is mathematical software), installed on a virtual server running Ubuntu 10.04 (Lucid Lynks), was implemented. In the repository of this operational system is a version of Maxima based on the editor Emacs, which was installed on a student’s virtual desktop [24]. In this case, the implementation of software access due to the hybrid cloud deployment in Scenario 3 was organised.
In Fig. 3, the configuration of the virtual hybrid cloud used in the pedagogical experiment is shown. The model contains a virtual corporate (private) subnet and a public subnet. The public subnet can be accessed by a user through the remote desktop protocol (RDP). In this case, a user (student) refers to certain electronic resources and a computing capacity set on a virtual machine of the cloud server from any device, anywhere and at any time, using the Internet connection.

Fig. 1. The hybrid service model of the learning resources access.

In this case, a user's computer is the RDP-client, while the virtual machine in the cloud is the RDP-server. In the case of a corporate (private) subnet, a user cannot apply to the RDP-server via desktop because it is not connected to the Internet directly. Computers in the corporate subnet have Internet access via the VPN-connection, i.e. the gateway. Thus, these computers cannot be accessed from any device, but only from the specially configured one (for example, a computer in the educational institution or any other device where the VPN-connection is set up) (Fig. 1).
The advantage of the proposed model is that, in a learning process, it is necessary to use both corporate and public learning resources for special purposes. In particular, the corporate cloud contains limited access software; this may be due to the copyright being owned by an author, or the use of licensed software products, personal data and other information of corporate use. In addition, there is a considerable saving of computational resources, as the software used in the distributed mode does not require direct Internet access for each student. At the same time, there is a possibility of placing some public resources on a virtual server so the learner can access them via the Internet and use the server with the powerful processing capabilities in any place and at any time. These resources are in the public cloud and can be supplied as needed.

6 Implementation and Evaluation

In the joint research experiment held at Drohobych State Pedagogical University named after I.Franko, 240 students participated. The aim was to test the specially designed learning environment for training the operations research skills on the basis of the Maxima system. During the study, the formation of students’ professional competence by means of a special training method was examined. The experiment confirmed the rise of the student competence, which was shown using the $\chi^2$–Pearson criterion [24]. This result was achieved through a deepening of the research component of training. The experiment was designed using a local version of the Maxima system installed on a student’s desktop.

The special aspect of the study was the expansion of these results using the cloud version of the Maxima system that was posted on a virtual desktop. In the first case study (with the local version), this tool was applied only in special training situations. In the second case study (the cloud version), the students’ research activity with the system extended beyond the classroom time. This, in turn, was used to improve the learning outcomes.

After that another research was held in Ternopil National Pedagogical University named after V.Gnatyuk (2014-2015). The aim of this experiment was to test the use of the cloud-based component in the learning process. 48 students participated in this experiment. There was the experimental group of 24 students who used the cloud-based component with Maxima system. It showed increase of the students’ percentage with the high level of ICT competence from 16% to 75%. It was significantly different from the level of ICT competence of those students who did not used this component (from 14% to 20%), which was justified by the Fisher criterion.

The cloud-based learning component used in the experiment has undergone a quality estimation. The method of learning resources quality estimation developed in the joint laboratory of educational quality management with the use of ICT [14] was used and adapted for this study. The 20 experts were specially selected as having experience in teaching professional disciplines focused on the use of ICT and being involved in the evaluation process. The experts evaluated the electronic resource by two groups of parameters. The first group has contained 7 technological parameters:
ease of access; the clarity of the interface; sustainability; support of collaborative work, ease of integration; mobility; and usefulness. The second group has contained 9 psychological and pedagogical parameters: the scientific clarity; accessibility; fostering the intellectual development; problem orientation; personalization; adaptability; methodical usefulness; professional orientation; and feedback connection.

“Expert evaluation of the EER quality can be considered sufficiently reliable only when a good consistency of expert answers. Therefore, the statistical processing of the results of experts evaluations should include an analysis of consensus of experts. Concordance method is used to assess the degree of consensus of experts on the factors: weights of EER types, parameterization of EER quality indicators, and average factor of EER quality” [14, p.322].

Experts were asked to complete the table 1 for peer review of EER quality parameters validity. The values of the weighting factors were selected from 10 point scale. The results of the survey of experts are presented in Table 1.

Table 1. Expert data on validity of EER quality parameters.

<table>
<thead>
<tr>
<th>Ex</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>#5</th>
<th>#6</th>
<th>#7</th>
<th>#8</th>
<th>#9</th>
<th>#10</th>
<th>#11</th>
<th>#12</th>
<th>#13</th>
<th>#14</th>
<th>#15</th>
<th>#16</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>9</td>
<td>8</td>
<td>6</td>
<td>8</td>
<td>7</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>9</td>
<td>8</td>
<td>6</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>9</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>8</td>
<td>8</td>
<td>6</td>
<td>8</td>
<td>9</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>8</td>
<td>8</td>
<td>6</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>9</td>
<td>8</td>
<td>6</td>
<td>8</td>
<td>7</td>
<td>9</td>
<td>10</td>
<td>9</td>
<td>8</td>
<td>8</td>
<td>6</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>9</td>
<td>8</td>
<td>8</td>
<td>10</td>
<td>9</td>
<td>10</td>
<td>9</td>
<td>8</td>
<td>9</td>
<td>8</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>7</td>
<td>10</td>
<td>9</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>10</td>
<td>9</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>8</td>
<td>9</td>
<td>8</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>8</td>
<td>8</td>
<td>9</td>
<td>8</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>9</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>6</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>9</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>6</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>8</td>
<td>8</td>
<td>6</td>
<td>8</td>
<td>9</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>8</td>
<td>8</td>
<td>6</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>11</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>9</td>
<td>8</td>
<td>6</td>
<td>8</td>
<td>7</td>
<td>9</td>
<td>10</td>
<td>9</td>
<td>8</td>
<td>6</td>
<td>8</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>12</td>
<td>10</td>
<td>10</td>
<td>9</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>9</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>13</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>9</td>
<td>8</td>
<td>8</td>
<td>7</td>
<td>9</td>
<td>10</td>
<td>9</td>
<td>8</td>
<td>6</td>
<td>8</td>
<td>7</td>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td>14</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>9</td>
<td>8</td>
<td>6</td>
<td>8</td>
<td>7</td>
<td>9</td>
<td>10</td>
<td>9</td>
<td>8</td>
<td>6</td>
<td>8</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>15</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>16</td>
<td>10</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>9</td>
<td>8</td>
<td>8</td>
<td>10</td>
<td>9</td>
<td>10</td>
<td>9</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>17</td>
<td>10</td>
<td>9</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>10</td>
<td>9</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>18</td>
<td>9</td>
<td>9</td>
<td>8</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>8</td>
<td>9</td>
<td>8</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>19</td>
<td>10</td>
<td>9</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>6</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>9</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>6</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>20</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>8</td>
<td>8</td>
<td>6</td>
<td>8</td>
<td>9</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>8</td>
<td>8</td>
<td>6</td>
<td>8</td>
<td>9</td>
</tr>
</tbody>
</table>
Table 2. Expert data on EER quality parameters (ranked)

<table>
<thead>
<tr>
<th>Expert</th>
<th>ERR Quality Parameters (ranked)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16</td>
</tr>
<tr>
<td>2</td>
<td>9 13 14 10 5 1 6 3 11 15 16 12 7 2 8 4</td>
</tr>
<tr>
<td>3</td>
<td>7 1 2 9 10 3 11 15 8 4 5 12 13 6 14 16</td>
</tr>
<tr>
<td>4</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16</td>
</tr>
<tr>
<td>5</td>
<td>1 3 5 6 7 8 9 10 2 4 11 12 13 14 16 16</td>
</tr>
<tr>
<td>6</td>
<td>11 7 12 13 8 1 2 3 14 9 15 16 10 4 5 6</td>
</tr>
<tr>
<td>7</td>
<td>13 11 1 2 3 4 5 14 15 12 6 7 8 9 10 16</td>
</tr>
<tr>
<td>8</td>
<td>5 6 1 1 7 2 8 9 10 11 12 3 13 4 14 15 16</td>
</tr>
<tr>
<td>9</td>
<td>15 11 4 6 5 2 10 14 16 12 3 7 9 1 8 13</td>
</tr>
<tr>
<td>10</td>
<td>11 10 1 4 12 9 7 6 5 8 3 2 16 14 13 15</td>
</tr>
<tr>
<td>11</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16</td>
</tr>
<tr>
<td>12</td>
<td>14 13 10 6 2 7 4 11 16 15 9 5 1 8 3</td>
</tr>
<tr>
<td>13</td>
<td>8 1 3 9 10 2 12 15 7 5 4 11 13 6 14 16</td>
</tr>
<tr>
<td>14</td>
<td>8 1 7 2 11 9 3 10 12 4 15 13 14 5 16 6</td>
</tr>
<tr>
<td>15</td>
<td>1 4 11 8 7 10 6 13 2 3 5 9 12 14 15 16</td>
</tr>
<tr>
<td>16</td>
<td>14 8 12 11 7 2 3 1 13 10 15 16 9 4 5 6</td>
</tr>
<tr>
<td>17</td>
<td>14 11 2 1 4 5 3 13 15 12 6 7 9 8 10 16</td>
</tr>
<tr>
<td>18</td>
<td>13 11 3 10 1 12 9 7 6 8 2 5 4 15 14 16</td>
</tr>
<tr>
<td>19</td>
<td>15 11 3 7 5 1 10 12 16 14 4 8 9 2 8 13</td>
</tr>
<tr>
<td>$\delta_i$</td>
<td>0.39 0.43 0.33 0.41 0.38 0.33 0.44 0.60 0.62 0.54 0.52 0.63 0.67 0.51 0.73 0.83</td>
</tr>
</tbody>
</table>

Concordance coefficient $W$ is calculated according to the formula proposed by Kendall [13]

$$W = \frac{12S}{m^2(n^3-n)}$$  \hspace{1cm} (1)

Here $S = \sum^n_{i=1} \sum^m_{j=1} x^2_{ij} = \sum^n_{i=1} \sum^m_{j=1} (\sum^m_{j=1} x_{ij})^2$. \hspace{1cm} (2)

$m$ – number of experts, $n$ – number of objects of examination (the quality parameters, $x_{ij}$ – assessment of the i-object by j-expert. Coefficient of concordance may vary between 0 and 1. If $W = 1$, all experts gave the same assessment for all parameters, if $W = 0$, the evaluations of experts are not consistent.
Using the formula (1) we calculated that coefficient \( W = 0.189 \) and it is significantly different from zero, so we can assume that among experts there is objective concordance. Given that the value of \( m(n - 1)W \) is distributed according to \( \chi^2 \) with \( (n - 1) \) freedom degree, then

\[
\chi^2_W = \frac{12S}{m \cdot n \cdot (n+1)} = 52.8.
\]  

(3)

Comparing this value with the tabulated value \( \chi^2 \) for \( n - 1 = 15 \) degree of freedom and significance level \( \alpha = 0.01 \), we find \( \chi^2_W = 52.8 > \chi^2 = 30.5 \). Therefore, the hypothesis of concordance of expert evaluations is confirmed according to Pearson.

Thus, the results of pedagogical experiment confirmed the assumption that the method of expert evaluations can be the basis for the cloud-based EER quality evaluating.

The problem was: is it reasonable and feasible to arrange the environment in a proposed way? For this purpose there were two questionnaires proposed to expert concerning two groups of parameters. The 20 experts estimated 16 parameters (there were 7 technological and 9 psychological and pedagogical among them). A four-point scale (0 (no), 1 (low), 2 (good), 3 (excellent)) was used for the questions.

The results of the evaluation of the technological parameters are shown in Fig.2.

![Fig. 2. The results of the cloud-based learning resource technological quality parameters evaluation.](image)

The resulting average value was calculated for every parameter: “Ease of access” = 2.1, “Interface clarity” = 2.4, “Responsiveness” = 2.1, “Sustainability” = 2.56, “Support of Collaborative work” = 2.0, “Ease of Integration” = 2.0, “Usefulness” = 2.8, the total value was 2.3.

The results of psychological and pedagogical parameters evaluation are shown at Fig.3.
The resulting average values for every parameter are: “Scientific clarity” = 2.6, “Accessibility” = 2.7, “Fostering the intellectual development” = 2.5, “Problem orientation” = 2.8, “Personalization” = 2.8, “Adaptability” = 2.6, “Methodical usefulness” = 2.81, “Professional orientation” = 2.75, “Feedback connection” = 2.75. The total value was 2.71.

The value of the weight factor of \( i \)-type resource indicator may be calculated using the Table 2 by the formula (4) [14].

\[
\delta_i = \frac{1}{n_i} \sum_{j=1}^{n_i} \frac{k_{ij}}{k_{ijM}}
\]

\( n_i \) – quantity of experts, \( k_{ij} \) – ranked \( j \)-parameter of quality, \( k_{ijM} \) – the maximum value of \( j \)-parameter of quality.

Then the average criterion of EER quality may be calculated as follows:

\[
K = \frac{k}{m} \sum_{i=1}^{m} \delta_i \overline{x_i}
\]

\( m \) – quantity of quality indicators, \( \overline{x_i} \) – average value of \( i \)-indicator of quality, \( k \) – weight coefficient.

The resulted average criterion of EER quality \( K=2.59 \). This characterises the resource quality as sufficient for further implementation and use.

The advantage of the approach is the possibility to compare the different ways to implement resources with regard to the learning infrastructure. Future research in this area should consider different types of resources and environments.

7 Conclusion

The introduction of innovative technological solutions into the university learning environment contributes to unified learning infrastructure formation and the growth of access to the best examples of electronic resources and services. ICT use is promising regarding learning settings that can advance and develop the tendencies of CC progress. For example, there are tendencies of using the cloud-based models of environment design, applications virtualisation, unifying infrastructure, integrating
services, increasing the use of electronic resources, expanding collaborative forms of work, widening the use of the hybrid models of ICT delivery and increasing the quality of electronic resources. The hybrid service model proved to be a reasonable framework to deliver and research the cloud-based learning resources and components of the university educational environment.
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1 Introduction

Today, higher education institutions all over the world compete for their influence on educational markets not only in their own countries, but also in the countries located on other continents. The main strategic resource in this competition is a quality of educational services and use of IT for organization of educational and managerial processes. An education institution, that will be able to create the best conditions and resources for training with IT means, comes out to a qualitatively new level of modern world university.

The main kind of activity of education institutions is creating and providing educational services. Educational services, as we see, is a purposeful systematic process of transfer and receipt of the system of knowledge, information, skills and
abilities and result of intellectual, cultural, spiritual and socio-economic development of society and state [1, 8, 15].

In order to improve increasingly a quality of educational services, it’s preferred (and often necessary) to be able to react to changes of a real situation, that is managing object should receive information from the controlled object and, depending on its condition, one way or another, change managing influence. The Feedback is used to transfer information on the condition of the controlled object [2]. Thus, feedback is a mechanism for further operation of the training system, which in connections performs a function of the correction of information perception.

One of examples of the Feedback effectiveness, may be used a polling system in education institutions of Europe which is there as a separate piece of culture used to learn in schools by this time. Standards of feedback providing in Ukraine are rather undeveloped in comparison with countries of Europe. The main precondition, in this case, is a capability to accept criticism and objectivity of assessment as an ability to find and analyze information from various sources or different people.

If user’s anonymity and service’s simplicity in use is mainly realized by technical means, consequently, satisfaction and user’s wish to take the survey aren’t connected directly with system’s technical characteristics, in our opinion, in a certain extent, is a key factor in this service’s use. So, customer’s satisfaction using the Feedback service is proportional to qualitative and quantitative indicators of its use.

The Feedback offers a complete picture of needs of each individual, which makes the most effective solution to a particularly set problem, improvement of directions of interaction between lecturers and students, when they are the most accurately defined.

At present, there is a great variety of social services that can be used, both for social polls, and for training as well [4, 12, 14]:

1. social networks;
2. blogs;
3. postal services, and also free services for blogging conducting.

Students’ surveys concerning their satisfaction level of organization of educational process and teaching job assessment by students is carried out on the base of the Department of Informatics, Software Engineering and Economic Cybernetics since 2009 using KSU feedback system - "Feedback" (hereinafter - feedback) developed by students of the Department - Berezovskiy D. and Tetenok S. under the guidance of professor Spivakovskiy O. V.

But, as many other services, this system requires not only technical support and improvement but constant evaluation of efficiency, prospect and consequences of its use, which is the main task of our research.

The purpose of this article is to analyze quantitative and qualitative indicators of the feedback service KSU Feedback use at Kherson State University.

2 Analysis of recent researches and publications

Feedback theory in educational process with its roots gets to E. L. Torndayka works (1911). It touches an issue of feedback model construction in an educational process, as well as efficient means and methods of its realization. The Feedback is used in the
educational process mainly as a key factor in order to improve the knowledge and to obtain new skills (Bangert-Drown, Kulik). In addition to its impact onto achievements, the Feedback may also be considered as an important factor for motivation training (Lepper & Chabay, 1985; Narciss & Huth, 2004). Nevertheless, for training, history of the Feedback is not very optimistic and simple. According to Cohen (1985), the Feedback "... is one of the most educationally powerful and the least understandable functions in the pedagogical design". The main goal of the Feedback, which is carried out by a lecturer or a computer, in the class or elsewhere, is to increase quality of education and productivity too, which causes formation of exact target concepts and skills (Albertson, 1986; Azevedo & Bernard, 1995; Narciss & Huth, 2004; VanLehn 1982) [4].

As a condition of activization of an educational activity is an availability of the Feedback between students and a lecturer, that corresponds to general theory of management systems of education. In the papers of many authors (R.F. Abdeyev, V.P. Bespal’ko, A.A. Bratko, D.I. Dubrovskiy, E.I. Mashbits, Askew Susan, P. Garber, B. Cox, M.S. Lvov and others), who researched informative aspects of training process, high didactic importance of the Feedback between students and a lecturer is noted. It is based on the information, provided by the channel of the Feedback. The lecturer can manage the process of training materials receiving and learning.

In the management theory, for general case, there are defined requirements to information coming through channels the Feedback: fullness, authenticity, efficiency. Applied modern means of ICT allows providing the fulfillment of all the conditions. As it was described in papers of B.E. Starichenko, N.Davidovich, R.Yavicha, P.Partington, J.Brennan, J.Valerie proper organization of informational and educational resources and usage of modern means of communication (first of all, networking) not only improves informational support and educational process management, in the framework of traditions for higher education institution forms of training organization, but also creates its particularly new forms: distant lectures, seminars and forums, distant consultations, forums of disciplines, means of distant control and self-control and wiki-resources.

Scientific heritage of essence and role of information technologies in higher education institutions’ management is connected with the names of local scientist and educationalists: O.V.Spivakovskiy, V.Yu.Bykov, G.M.Kravtsov.

The main point of the majority of researches, conducted in this field, is the fact that qualitative Feedback can significantly improve processes and training results.

Current research is a continuation of scientific-trial work conducted by Kherson State University in 2003-2012 according to an agreement in the framework of the State Programme "Computerization of Ukraine" - Designing and development of Internet technologies and software of remote system testing, Development of methods and technologies of designing flexible and distributed pedagogical software environments, Creation of e-documentation bank on distance learning for higher education, Creation of Internet portal of distance learning ECDL for higher educational establishments (ECDL), as well as conducted by us researches concerning technical component realization of the Feedback services and their use, for example at KSU [5, 6, 7], readiness of students to use IT in the educational process and beyond, and to construct ICT infrastructure of higher educational establishments [12, 13, 14].
3 Analysis of the existing systems feedback

Nowadays, we have analyzed the existing systems. The most common systems for surveying and analysis of the feedback was selected through a search engine “Google”, “Bing”, “Yandex” and “Yahoo” using the keywords “Survey”, “Survey system”, “Feedback”, “Feedback system”, “Organization of the Feedback”, «Poll system», «The Feedback», “Personal feedback”, etc. The following services were considered “ObjectPlanet”, “Murvey”, “QuestionPro”, “CollegeSurveyServices”, “Survey”, “SurveyMonkey”, “PollDaddy”, “Wufoo”, “Surveygizmo” by the shown above criteria:

1. Simplicity of registration, creation and modification of the questionnaires;
2. Type of the questionnaires spreading;
3. Support of differentiation of the target audiences;
4. Convenience of the results’ storing;
5. Availability of the means to generate reports;
6. Cost of using the service and so on.

The simplicity is meant the minimum possible number of the steps to complete, correct realization of the particular option. For example, for the analysis of registration were chosen 2 criteria - the number of fields and the approximate spending time.

Type of the spreading questionnaires - the way in which the questionnaire gets to the respondent. This is usually a direct link to the survey, but also for this we use the social networks and other web-resources.

The support for target audiences is important when analyzing the results. The survey is conducted anonymously, but differing, for example, the respondents by the country location, the method of the authentication, etc.

The services are usually supported by the hierarchical structure of saving the results. The essence of the survey, questions, questionnaires are shared. The support for the filters, the availability of the search on the questions and questionnaires, the possibility of the multiple interface languages is the additional options, which are realized, for example, “SurveyMonkey”.

There is the minimum means for analysis of the results in each reporting service, but the multifunctional, interactive module to generate the reports with the supports of the export in the formats, the filters, etc. is in the complete, usually paid, versions. As for prices, some services are free (“Murvey”, “Survey”), some have the basic free functionality, but they are limited to the number of surveys, the completeness of the capacity for analysis, etc. (“Easypolls”, “QuestionPro”), or paid with the temporary trial-version (“Opinio”, “SurveyMonkey”).

All systems, which are considered, have some means for presenting the results of the questionnaire, because it is the main purpose of the reviewed services – the analysis and the processing of the collected information. But in each product of the module for the analysis and the reporting of the information has the characteristic properties, so consider them more.

“Easypolls” is the product “ObjectPlanet Inc.”, which focused at the generation of the surveys for the sites. The main feature of the service is simplicity to use. Therefore,
the reports and the analysis are also minimal. “Opinio” is a large-scale project “ObjectPlanetInc.”, which focusted at the enterprise and thousands survey.

“Murvey” – a web product “ObjectPlanet Inc.” for the conduct and the management of the surveys. There is the possibility to set the period of the survey, to spread the questionnaires through the link in the menu «Report». You can see the results in the form of a histogram or a pie chart.

“QuestionPro” is a professional tool, which contains a powerful tool for the reports: it is possible to apply the filters, to view the location of the respondents and the type of the device, which was used in charge, you can view the pie charts and the histogram of the responses, the time, which was spent on response and so on. Each of the blocks is optional and customizable in menu.

“College Survey Services” is the product CollegeSurveyServicesInc, which focused to assess the training courses and the generation of the reports.

A characteristic difference “Survey” is the evaluating the particular service, address to which you need indicate when registering. In other word, there is a standard questionnaire about the quality of the product, which cannot be edited. The answers to the questions are optional. Each question in the report is presented in the form of a line chart. You can also review the answers of the particular respondent, there are the identification by the time of the response and the mac-address device.

“SurveyMonkey” offers a very compact and a informative reports. You can select the type of presentation of the results, apply the filters on time, the number of the respondents, completion and more.

There is an export in the format .PDF, .XLS, .CSV, or SPSS, the possibility of tracing the history detailed of the answers in the full version is.

The main difference «PollDaddy» is that the questionnaires can be easily embedded in external websites. The detailed reports, the filters, the export are only available in the full version.

Another type of the survey was separated by the ratings.

“Wufoo” is a project, which owns by "SurveyMonkey" and focused to build the variety of the online forms: the forms for collection of the data, the registration, the contact forms and the surveys. You can use the templates, upload your own files and so on.

To create a report you need:

1. to fill in the basic configuration - the name and description;
2. to choose the data - all forms (as the case, the surveys) or some particular form;
3. to add widget is a graph, chart, number, text or table and choose the layout of location of the components (layout);
4. to configure the widget shows the possible properties when choose a particular item.

This form of presentation of the report is a very convenient, because you can independently generate a report of any complexity.

The feature "SurveyGizmo" is distribution on the data analysis (Data Explorer) and the report (Report). The data analysis contains the filters for date, the location of the respondents, the number of full, partial results and overall views.

World universities such as Princeton University [16], Newcastle University [17], University of Jyväskylä [18], National University of Singapore [19], University of
Melbourne EyeCare [20], University of Mysore [21], University of Sunderland [22], University of Kuopio [23], Loughborough University [24], University of York [25] and other higher educational establishment are the examples of realization and usage of the feedback systems reviewed in the process of the research.

The majority of the reviewed systems are “closed” for study purposes and analysis, as the Web-resource contains only brief annotation about its functional possibilities, or simply has a form of user’s authentication. The detailed analysis of the functional and specificity of feedback system usage mentioned above has been given by the following higher educational establishments, such as Princeton University, University of York, University of Kuopio, National University of Singapore and University of Jyväskylä.

It is important to remark, that the main peculiarity of the feedback system usage of the majority of the reviewed universities is its implementation into all the fields of activity of the higher educational establishments, starting with students’ survey and ending with survey for the visitors of the institutions’ web-resources, attendees of libraries, employees, etc.

Transparency of surveys’ results, their constant update and organization of additional feedback by using Web-resources, electronic mail and constant update and improvement of services shows the relevance of their usage by the mentioned higher educational establishments and positive attitude to survey passing by all the participants of training and administrative processes.

Consequently, most of the systems of the construction of feedback are coping very well with its responsibilities within its class.

Besides the above services considered, some educational institutions and the organizations were developed and a number of its own services of feedback with enough large difference in characteristics (anonymous, open access/registration, orientation to the user, the availability of free fares, etc.).

4 Brief description of “KSU Feedback” system

“KSU Feedback” system is a tool for management of organizations wishing to introduce Feedback into a cycle of decision-making process. This service allows in a user-friendly form to store, to aggregate and to analyze information on Feedback. The essence of this service is in conducting of anonymous or ordinary poll following clear criteria among strictly defined set of respondents.

Objectivity of evaluation is achieved using potential of an anonymous poll. Remote voting is also possible in any suitable place, which reduces an impact of interested ones onto a respondent's answer. Due to a system of disposable and unique keys, organizers of a poll may determine a group of people who can participate in an evaluation process.

System of key generation is a special service, an environment used to regulate sets of keys, a tool for fast printing. Every key opens an access to vote in certain polls. The key turns to be invalid after its first use, and also may expire depending on the expiration date, set by the organizer.

It is worth noting that all collected data are automatically accumulated and can be presented in the form of various graphs and diagrams.

By reason that all the calculations are done by computer, organizers of a poll cannot influence on counting results. The service also provides a wide set of tools for:
1. Organization of data storage
2. Analysis of results;
3. Distribution of access levels by the poll organizers;
4. Effective teamwork;
5. “KSU feedback” system is used for the following purposes:
6. Lecturers of the department - to receive feedback from the students and to actualize programs and methods for holding training courses;
7. Students’ autonomous bodies - to analyze opinions of students about the activities carried out;
8. University senates - to evaluate quality, efficiency and topicality of reports;
9. Department of statistics - to obtain consolidated reports (showing its dynamics) about an adaptation level of junior level university students and vocational guidance of upperclassmen;
10. Scientific-practical conferences - to gather public opinion on the conference, including organizational questions and issues connected to the meaning content, etc.

Holding seminars and conferences using "KSU Feedback" made these activities more open and interactive. At the moment, there is a permanent version of the system (http://feedback.ksu.ks.ua), and developing process of other versions for extending the area of application is also carried out.

The advantages of Feedback over traditional system may be the following:

- Fast creation of any number of surveys;
- Provision of the maximum objectivity;
- Simple organization of polls, due to remote voting possibility;
- Instant data processing and results obtaining;
- Low probability of "human factor" influence in obtaining results;
- Access control to the results.

The disadvantages are the following:

- Additional resources such as computers and the Internet are required to hold monitoring;
- Presence of "authorized representative", who distributes the keys among the respondents;
- Difficulties in organizations;
- Close limits of voting time and place;
- Provision of the poll objectivity, as the respondent cannot be convinced in an anonymity of the answer.
5 Research methods

Conducting research on the subject makes use both theoretical and empirical research methods. Thus, the research of the ratio of the students to using the services of feedback in the learning process is impossible without the analysis, comparison and synthesis, abstract approach to determining the basic regularities of the using of such services, logical approach to the description of possible implementations and their main characteristics and requirements. The main means of getting results is conducting the survey and the analysis of the indicators of readiness, interest and satisfaction of university students to use the service of feedback “KSU Feedback” in the learning process.

Considering the possibility of direct interaction with the participants of the educational process and the regularity of the survey, as a group of the respondents was chosen the students 1-4 years of study of the department of Computer Science, Software Engineering and Economic Cybernetics of Kherson State University.

The survey of students was conducted in writing traditional method. It is worth noting that the stages and the algorithm of traditional method fully consistent the algorithms of the service of feedback “KSU Feedback”, and therefore it ensured the comfort and the clarity (understandability, simplicity) embedded the survey as usual for students.

The first research was conducted in 2013. The main purpose of the survey was to determine the relationship of the students to the services and the conduct surveys. The questionnaire with 4 questions was proposed for our research. The total number of the respondents is 79, representing 53% of the students.

In 2015 it was re-conducted the research, which focused to confirmation and clarification of the results, which were received in 2013.

The proposed questionnaire includes 17 questions, which were directed to the research of the criteria such as:
Understanding the student of the concept “Feedback”, the main functions of the system, proposed the criteria of the evaluation;
Detection the readiness and the desire to passing the relevant surveys;
Search strong (positive) and weaknesses (negative) side of the system and ways to improve and the analysis of prospects for future using.

The total number of respondents is 209, which is 63% of the students of the department. All respondents taking part in the second research were divided into two groups - interested and uninterested in passing survey.

The analysis of the results of research included a comparison of survey results two above mentioned group.

6 Statistical analysis of the obtained results

First step of the research was to compare the results obtained in 2013 and in 2015, in order to determine changes in students’ attitude to KSU Feedback poll system. The results of this comparison are shown in the table 1.
Table 1. Comparison of the obtained results in 2013 and in 2015.

<table>
<thead>
<tr>
<th>Content of questions</th>
<th>Year of study</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have you ever ignored feedback?</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>2013</td>
<td>72%</td>
<td>17%</td>
</tr>
<tr>
<td>2015</td>
<td>46%</td>
<td>49%</td>
</tr>
<tr>
<td>Common Criteria</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lack of interest</td>
<td>Uncertainty in effectiveness</td>
</tr>
<tr>
<td>2013</td>
<td>11%</td>
<td>26%</td>
</tr>
<tr>
<td>2015</td>
<td>32%</td>
<td>4%</td>
</tr>
<tr>
<td>Different criteria:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Take it partially</td>
<td>36%</td>
<td></td>
</tr>
<tr>
<td>Tired of questions</td>
<td>7%</td>
<td></td>
</tr>
<tr>
<td>Do not see the final rating</td>
<td>7%</td>
<td></td>
</tr>
<tr>
<td>It’s impossible to appraise the lecturer</td>
<td>5%</td>
<td></td>
</tr>
<tr>
<td>Your answer</td>
<td>5%</td>
<td></td>
</tr>
<tr>
<td>Do not trust in anonymity of the service</td>
<td>3%</td>
<td></td>
</tr>
<tr>
<td>2013</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2015</td>
<td>22%</td>
<td>21%</td>
</tr>
<tr>
<td></td>
<td>18%</td>
<td></td>
</tr>
<tr>
<td>Would you like to continue using this service?</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>2013</td>
<td>52%</td>
<td>32%</td>
</tr>
<tr>
<td>2015</td>
<td>67%</td>
<td>14%</td>
</tr>
<tr>
<td>You always objectively assess lecturer’s work, isn’t it?</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>2013</td>
<td>65%</td>
<td>35%</td>
</tr>
<tr>
<td>2015</td>
<td>91%</td>
<td>9%</td>
</tr>
</tbody>
</table>

According to the survey’s results in 2013, it turned out that 72% of those polled at least once ignored feedback. In 2015, this number has decreased by 26%. (Fig. 1.)

Among the main reasons of ignoring in the first survey a majority of the students had chosen the uncertainty in the effectiveness and wish to take it only on certain disciplines. In the second survey, students who were not interested in taking it, picked - the lack of interest - 20,83%. Students who were interested, chose lack of self-discipline (13,89%), as well as lack of time and lack of interest (11,11%). A great
percentage (22.22%) suggested their own answer, namely - took the Feedback - 18%; and uncertainty in the effectiveness - 4%.

The number of respondents who always objectively assess the lecturer in 2013 is equal to 65%. In 2015 this number increased by 26%. Also, in comparison with 2013 the number of respondents who want to take the Feedback increased by 15%. At the same time, all the students, who were interested, consider it necessary. (Fig.2)

To assess student’s attitude to the Feedback and level of their readiness to the Feedback in the second research we added greater number of questions, directed on the study of these factors.
Table 2. Specification of the results obtained in 2015.

<table>
<thead>
<tr>
<th>Content of an issue</th>
<th>Choices of answers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Are you afraid that an objective lecturers’ assessment may bring itself to negative consequences?</td>
<td>Yes</td>
</tr>
<tr>
<td>Interested</td>
<td>11%</td>
</tr>
<tr>
<td>Not interested</td>
<td>13%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>In your opinion, when is an optimal time to conduct the Feedback?</th>
<th>Before the examinations</th>
<th>During the examinations</th>
<th>Right after the examinations</th>
<th>Awhile after the examinations</th>
<th>In mid-terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interested</td>
<td>14%</td>
<td>0%</td>
<td>17%</td>
<td>6%</td>
<td>17%</td>
</tr>
<tr>
<td>Not interested</td>
<td>8%</td>
<td>0%</td>
<td>15%</td>
<td>4%</td>
<td>17%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>In a school, lyceum, gymnasium, etc. Have you seen similar technologies to the Feedback?</th>
<th>No</th>
<th>Rarely</th>
<th>Regularly</th>
<th>Often</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interested</td>
<td>23%</td>
<td>15%</td>
<td>10%</td>
<td>3%</td>
</tr>
<tr>
<td>Not interested</td>
<td>22%</td>
<td>13%</td>
<td>5%</td>
<td>3%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>What is the best way to organize the Feedback conducting?</th>
<th>Add the reminder</th>
<th>Make keys distribution</th>
<th>Your answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interested</td>
<td>12%</td>
<td>35%</td>
<td>12%</td>
</tr>
<tr>
<td>Not interested</td>
<td>10%</td>
<td>26%</td>
<td>3%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Is it necessary to be taking the Feedback?</th>
<th>Surely, as an examinations</th>
<th>Upon a request</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interested</td>
<td>14%</td>
<td>32%</td>
</tr>
<tr>
<td>Not interested</td>
<td>13%</td>
<td>33%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Another important part of our research was to identify which positive and negative sides of the feedback can be seen exactly by the students. The result is shown in the Table 3.

The largest of the positive sides, according to the respondents, is a possibility to express his/her opinion about the lecturer and to assess its work. The greatest negative factor in the use of the service—"biased assessment." As the least positive effect, determined by the students, is an opportunity to improve educational process. It should also be noted, that the least negative factors are the lack of opportunities to revise the results of the students, negative consequences and unattractive interface.

Table 3. Advantages and disadvantages of KSU Feedback in respondents' opinion

<table>
<thead>
<tr>
<th>Positive features in the use of the service</th>
<th>Quantity of the respondents (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>An opportunity to express their points of view about the lecturer, to assess his work</td>
<td>23</td>
</tr>
<tr>
<td>Anonymity of the survey</td>
<td>11</td>
</tr>
<tr>
<td>A lecturer through a student’s eyes</td>
<td>4</td>
</tr>
<tr>
<td>An opportunity to improve the educational process</td>
<td>2</td>
</tr>
</tbody>
</table>

| Negative features in the use of the service                                                              |                                 |
|----------------------------------------------------------------------------------------------------------|                                 |
| Biased evaluation                                                                                        | 14                              |
| Many of the issues and criteria, resulting loss of time                                                   | 10                              |
| Absence of lecturers’ reaction concerning the remarks and students’ preferences                          | 5                               |
| Closure of the Feedback at only one department                                                           | 5                               |
| Unavailability of revising student’s results                                                             | 4                               |
| Negative consequences                                                                                    | 3                               |
| Unattractive interface                                                                                    | 3                               |

Also it was offered to the students to describe methods of improvement and deterioration of the Feedback. To improve, in students’ opinion, it is necessary to:
- Update criteria, add encouragement, make the Feedback taking upon request, simplify questions, change an interface, make the process of taking it more organized, increase an interest, add lecturer’s to the list from other departments, make service from outside of the university, to make our key distributing, add a possibility of revising the results by the students, expand to other faculties and universities, lecturer’s real punishment, who were assessed by the students badly.

- Can lead to worsening, according to students:

- To deanonymize, obsessive reminder, obligatory to take the Feedback before the examinations.

In the column "your variant" students were answering the following:

- To simplify criteria and questions, make to the site more understandable, change the design, motivate the students to take the Feedback, reduce the scale of assessment.

One of the options of the Feedback upgrade is to update criteria for evaluation. According to the results of the survey, it was revealed that students want to assess the lecturers according to the following criteria:

- Sincerity, kindness, ability to make the material clear for students, sense of humor, usefulness of the material in everyday life and an ability to see many solutions to problems, lecturer’s attitude to corruption.

7 Interpretation of the research results

Conducting a traditional survey allowed us to conduct a survey more organized and get the answers more than 50% of students, who study at the department of computer science, software engineering and economic cybernetics. The traditional type of survey was also chosen as one corresponding algorithm of the described and researched our system familiar to students (recall that provide the feedback means “feedback” is carried out at the department for the last 6 years). In addition, we considered that feedback was the object of our research the use of such services during the survey would not able to obtain the necessary results, or would affect their accuracy despite certain psychological, social and organizational factors. But we spent a lot more time and organizational resources.

The failure to pass a representative number of the students to leave the feedback is the biggest problem of a incorrect display of the real picture of the quality of the educational process. We consider a sufficient number of students to passing the survey at least 60% of the total number of students of the academic group.

It is an important the passage the feedback as many as possible students to receive the objective results. Thus, the result of the first research is only 17% of students passed the feedback every time. In 2015 this number increased to 32%. And most of them were interested in passing our survey. One of the main reasons for neglect in 2013 was the uncertainty in the effectiveness (26%). In the second research agreed with that only 4%.
The most important reason was the lack of interest (32%), and most of the respondents of this group were not interested in passing survey.

There was found 52% of students wishing to pass feedback in the first research. For two years this percentage rose to 67%. Among the interested students no one gave a negative answer to the question about the need for feedback. About 15% had a thought: doing only when necessary for the teacher; doing, but not often; annually, etc.

The results of two researches have shown that more than half of the students always express an objective opinion on the teachers. You can verify the results of answers to the question: Do you always objectively evaluate teachers? As a result of re-research such students became 26% more.

Several questions were added to display a more complete picture in the second research.

We considered that the results and the quality of the feedback effect passing "Culture survey." As we can see in Table 2, 45% of respondents first encounter with technology surveys at the University. The total 20.84% regularly or often used earlier the services, which measured their level of satisfaction. This confirms the above opinion about the low level of culture surveys in Ukraine.

One of the main positive qualities of the system is the anonymity. So 73% of students have no fear of what the evaluation of teachers can have negative consequences. The personal reasons do not affect the evaluation of teachers in 81.94% of students. Thus, the response when the passage feedback is objective.

The students note the lack of organization and interest is the main reason of the failure to pass feedback. These problems can be solved by conducting the survey of students necessarily for example exam, but it is supported by only 26.39%.

Most students (65.27%) expressed the view that it is necessary to conduct feedback either immediately after the session or in the middle of the semester. Conducting the survey immediately after the session, as it is conducted today, supported by 31% of respondents. The largest number (33%) considers that the feedback is best done in the middle of the semester, did not support the idea to conduct survey during the session (0%). All interested students think the need to conduct feedback. And 45.83% of the students consider it necessary to ignore the passage of feedback.

The main aspects on which we should pay more attention to, and which are based on the survey results include:

1. high percentage is not interest in the passing in this survey;
2. high level of the students who ignored the feedback;
3. about 23% have fear about the negative consequences after the passage of feedback;
4. the results of survey influenced by personal reasons - about 12 percent of the students;
5. the desire of the students to change the organization of the passage of feedback;
6. the desire of the students is simplify the question and make their own questions;
7. another.
Conclusions

During the research, low “level of culture” of the polls was revealed among a group of students. It points out lack of experience of the Feedback system use at schools of Kherson and Kherson region, as the majority of students of the Faculty of Physics, Mathematics and Informatics of KSU are graduates of those higher educational establishments in particular. The only possible ways to solve this problem is:

− to devote more time to first year students’ learning more about KSU Feedback, to conduct surveys among first-year students to learn more about this system’s assignment and develop readiness to taking it;
− adaptation and implementation of KSU Feedback system into training process at schools and lyceums of Kherson and Kherson region.

To our mind, knowledge obtained throughout practical use of KSU Feedback system at the Faculty of Physics, Mathematics and Informatics of Kherson State University is positive. It gives an opportunity to lecturers to find out an objective opinion about him/herself and make changes in the training process taking into consideration students’ wishes.

In order to make KSU Feedback more efficient is necessary to attract to taking the survey as many students as possible. This can be done by improving the system. Consequently, in the end of the survey, we have found out that the main directions to change KSU Feedback system should be questions’ updates, additions to students’ proposed criteria and also an opportunity to review the results. Besides, in our opinion, it’s necessary to revise the process of survey conducting for improving its organization and to choose the best time, in students’ mind, to carry on the Feedback.

The results of our survey showed sufficiently high percentage of the students, satisfied with KSU Feedback system. It’s important to underline, that for the past 2 years this percentage had increased. It shows a necessity to continue the research of the present service in order to make it more efficient and expand ranges of its use.

Perspectives for further research. In the future, it’s planned to improve present system, which is based on the results we’ve obtained, and its further monitoring as well. Besides, it’s necessary to reveal causes of negative tendencies in the surveyed group and to conduct an individual research about Department’s lecturers attitude to this service.
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Abstract. This paper describes the process of introducing blended learning in a CS educational program. The methodology that has been used as well as the motivation for the choices made are given. The first results compared with results from previous courses that used a more classical teaching approach are given. These results show that the new methodology proves to be promising and successful. The successes of the new program as well as the problems encountered are discussed with their possible solution.
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1 Introduction

The rapid change in insights in how students learn and the technical possibilities has lead to innovative educational technologies. E-learning and MOOCs are examples of recent developments in Technology-Enhanced Learning (TEL). At the Utrecht University of Applied Sciences a project was started to design a new curriculum for bachelor students. There were several reasons for this project. The first reason was the fact that due to a reorganisation of several educational CS programs, there was a need for a new curriculum. The other reasons were new insights and the development of new concepts in blended learning as well as the strategic view of our university on future education. The combination of these reasons turned out to be a good starting point for the project.

One of the goals of the project was to construct this new curriculum using new concepts in higher education. Some of these concepts came into existence because of advances in information and computing technology. Nowadays all of our students have high speed access to the internet which opens the opportunity for video, and other multimedia applications that can be used by students at home in a so-called distant learning situation. By combining several kind of possibilities to learn for students a so-called blended learning environment comes into existence. This paper will discuss the approach that has been followed to use this blended learning approach in our course re-design in combination with the
considerations and motivations for the choices made. A comparison with results from earlier courses is also given.

This paper is organised as follows: In the next section the concepts that are used will be explained. This is combined with a discussion of related work. Next the approach of curriculum re-design is presented in the section "Curriculum re-design". The section "Implementation" is dedicated to the implementation of the first part of the new bachelor program and the choices that have been made about teaching concepts. The first results are presented in the section "Results" followed by a discussion where the pitfalls and problems encountered are treated. The tips to avoid the pitfalls or solve the problems are also given. Finally a conclusion and a bibliography will end the paper.

2 Concepts and related work

The project is based on several innovative concepts in relation to education. In this section the concepts are introduced. In a later section an explanation will be given why these concepts have been used in our innovation project.

2.1 Blended learning

Blended learning [4] was introduced as a mix between face-to-face and online learning, giving rise to the challenge of virtually limitless design possibilities.

The idea of blended learning is that the learning content and subjects should be offered to the student in several ways. The student can choose the type of explanation that fits herself the best. Also a combination of learning possibilities might help a student to understand the subjects. Whitelock & Jelfs [9] opened a journal special issue on this topic with three definitions:

– the integrated combination of traditional learning with web-based online approaches;
– the combination of media and tools employed in an e-learning environment; and
– the combination of a number of pedagogic approaches, irrespective of learning technology use.

Of these, the first is perhaps the most common interpretation. For our approach the third definition fits the best, but we also heavily rely on web-based approaches.

2.2 Flipping the classroom

Flipping the classroom is an educational teaching method where lectures are replaced by self-study. This self-study is supported by moments of interaction between teacher and student where students can ask questions and put the theory into practice. In Figure 1 this situation is depicted. What is not shown in
the figure is the fact that in the flipped class students should do their homework before the moment of interaction with the teacher and other students. The reason to start using this method is mostly based on the observation that the concentration of the student is limited to a small amount of time. Working on a problem related to theory that has been studied before gets the student more involved. A definition of flipping the classroom is given by Lage e.a. [5]: "Inverting the classroom means that events that have traditionally taken place inside the classroom now take place outside the classroom and vice versa. An overview of flipping the classroom is given by [1]."

2.3 4C/ID-model

The 4C/ID-model is a didactic model that is specially suited for training students that are determined to have a professional career in the industry [6]. 4C/ID is abbreviation for 4 components instructional design. The main idea is that students will always work on real-life products that are closely related to their future professional work. In the starting phase of their training students are confronted with situations where most problems are already scoped and analysed by the teachers. Students have to fill in the gaps. Later on, students are given situations where they have to do more work themselves, while in the final part of their training they should be able to solve problems in complex situations by themselves. In all cases they are working on a real-life product fitting their educational program. The 4 components of the model are:

1. Learning task (backbone of the education program).
2. Supportive information.
4. Part-task practice.

In Figure 2 a schematic overview of the concept is shown. Students are working on learning tasks (1) represented by big circles in Figure 2. At the beginning of
their study, students start with simple tasks and students will work on complex tasks at the end. The simplicity and complexity is controlled by giving much support in the beginning and reducing this support at the end. In Figure 2 this is shown by the level the circles are "filled". The learning tasks are part of a project (the dashed boxes, containing learning tasks) that will result in a product. The type of product the students will work on is related to their future professional career. Supportive information (2) is given at the beginning of every project. The supportive information gives the students a solid background to handle the problems they will encounter. This mostly theoretical information is also given during the time students are working on their tasks. The procedural information (3) is presented in a "just in time" manner to the students at the moment they really need it to complete the learning task. Practising with new concepts is also included in the model. In Figure 2 this is represented by small circles (4). A thorough treatment of the concept can be found in [7].

2.4 Technology-enhanced learning

Two of the concepts mentioned in this section are closely related to IT. Flipping the classroom and blended learning heavily rely on IT and internet technology, while the 4C/ID model is a concept that can be implemented without any IT support.

3 Curriculum re-design

Our main goal is to build a curriculum that uses new but proven concepts and fits in the educational concept that was chosen in the preliminary phase of the project. The concepts should be proven, because a situation where students are treated as guinea pigs in an experiment should in all cases be avoided. The quality and high standards used in the past should be guaranteed. The research presented in this paper has its main focus on the first part of this new curriculum. This first part consists of three courses of 5 European credits (EC’s) [8] each. The courses are attended by around 500 first-year IT students.
3.1 Initial situation

One year ago there were four different IT-based professional bachelor programs at the Utrecht University of Applied Sciences. These four programs were:

- Software engineering (SE)
- Computer science and embedded systems (CSES)
- Business IT and management (BIM)
- System and network engineering (SNE)

These trajectories are now combined in one bachelor study with four different profiles. Combining bachelor studies was stimulated by the government for all existing bachelor studies. This will make it easier for students to select a certain study and specialize for a certain profile later. Combining these four given trajectories may seem like a simple reorganisation, but the students are offered more possibilities to select a set of courses leading to the final diploma. Cooperation between the different types of IT engineers is also more stimulated. This type of cooperation is often needed in the IT industry, so training students to cooperate during their study in multidisciplinary teams will support their professional career.

3.2 Design principles

As a design principle we used the term MOS for the three properties every course should adhere to. MOS stands for:

- Motivation - use of new technology and didactical approaches should align more with students preferences. Working on real assignments (as in the 4C/ID model) and deeper discussions should motivate students more.
- Orientation - give students a good overview over the broad IT-landscape and professional roles therein. Guide them towards choosing one of the four specializations within the Bachelor program.
- Selection - have the right level of difficulty in content and assignments so that passing 10 of the 12 courses more or less predicts finishing the study within the regular duration of four years.

Both orientation and selection are prescribed by regulations of the Dutch government [3].

3.3 Involvement of the teaching staff

At the beginning of the project, ideas and advice from the teaching team of around 40 persons were collected. Presentations and discussion sessions were organised. During two weeks discussion posters were available where all people involved could post their comments and remarks. The whole teaching and management staff was able to contribute ideas and proposals. This resulted in the following set of requirements:
The same program for all students during the first half year.
No instruction to big groups, but classes with a maximum of 32 students
Showcases of real-life products as the main drive for the curriculum
Special attention to the development of professional skills by the students during their training. Professional skills are skills that one might expect from a professional IT engineer apart from the specific domain related knowledge and skills, such as professional written and oral communication, leadership, (team)planning and ethical skills.

3.4 Involvement of stakeholders

From the beginning the IT industry as well as the students were involved. The plans for the curriculum were presented to representatives of the IT industry and students from all years of the four-year curriculum. By using the feedback of these meetings, the new curriculum adheres to the requirements and expectations of the software industry as well as the students. Every course under development was also checked this way.

The developers of different courses had several meetings to guarantee the coherence between the different courses that were given in parallel. All courses started with an explanation of this coherence and why this specific course had its place in the bachelor program.

4 Implementation

For the time being, only the first year will be considered. The first year curriculum consists of four periods of ten weeks. At the end of the year every student should have a personal assessment to check her knowledge and practical capabilities learned so far.

4.1 Learning model

For instruction a selection of one the following possibilities has to be made:

1. Blended learning: use all kind of teaching techniques to train the student. Let the student decide which one fits her the best.
2. Problem driven education: students are confronted with a problem and should discover by themselves what knowledge and information they need to solve the problem. When they have questions, the teacher will get involved.
3. Project based education: a project is the central part of the training and should control all other educational methods involved.
4. Classical approach, giving theoretical training supported by practising the learned material.

Considering the new possibilities in IT, the blended learning option has been chosen. By definition, all other methods could be included, but the problem driven possibility had been used in the past and turned out to be not so successful.
A pure classical approach is not apt for our education, because the type of student in our institute is more interested in practical problem solutions, than pure academic knowledge. Pure project based education that has been used in the past, seems to be missing some essential aspects. It turned out to be difficult to find a set of projects that covers all end-goals of a professional IT engineer. A choice has been made to combine blended learning with flipping the classroom. This approach did not need the instruction sessions for a huge number of students, that turned out to be not so successful in the past.

Next a choice has to be made between 4C/ID and the classical approach. In our case the 4C/ID model has been chosen because our institute focusses on training bachelor students to act as a professional worker in the IT industry. The teaching team had the experience that these students are more motivated when they are working on real products [6]. This in contrast with the pure academic approach where the student is trained to be a scientist. In the academic approach the coherence with the work in the IT industry is less evident. The 4C/ID also fits well in the concept of blended learning and flipping the classroom. Students are working on projects and will also be instructed to guarantee their theoretical knowledge.

The choices made also fit well with the design principles regarding motivation as explained in Section 3.2.

4.2 Selection of courses

To give the students the possibility to orient on the possibilities in a later phase of the bachelor program, all three courses should more or less be tied to the final four tracks the student has to select during the first half year. Table 1 shows the relationship between the courses and the four tracks. The orientation on the tracks is now guaranteed. A mark means that the course has a significant relation with the track mentioned. A missing mark does not mean that the course is not significant for the track, but that it is not a main focus. Another reason why these three courses are combined in the first block of the study is that it is a nice way to demonstrate the layered structure that plays an important role in many IT concepts. At the top is IT in organisations, The middle layer is presented by programming and finally the bottom layer (hardware, operating systems and

<table>
<thead>
<tr>
<th>Education</th>
<th>Computers</th>
<th>Programming</th>
<th>Organisation</th>
</tr>
</thead>
<tbody>
<tr>
<td>BIM</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>SE</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>SNE</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>CSES</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Relationship between track and course
networking) is covered by computer systems and networks. Having a model and three courses to start with, we will present the results in the next section.

5 Results

The new program started in September 2016 and the first period consisted of the three aforementioned courses. These courses had the same learning goals as courses we had in our old model so a comparison with courses in the previous year is legitimate. Some minor differences exists that will be discussed later. As mentioned and motivated in the previous section the courses are:

- introduction in programming
- computer systems and networks
- IT in organisations

In Table 2 the results for the three courses are given for both the blended and classical learning (previous year). Nb is the number of students doing the final exam for the blended course, Nc is the number of students doing exam for the previous classical course, pass is the number of student that passed the exam (including a second chance exam) and avg. is the average score for the exam on a scale from 1 to 10. The average score has not significantly changed, while the percentage of students passing the exam has increased.

<table>
<thead>
<tr>
<th>Course</th>
<th>Nb.</th>
<th>pass</th>
<th>avg.</th>
<th>Nc.</th>
<th>pass</th>
<th>avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>IT in organisations</td>
<td>474</td>
<td>372</td>
<td>5.7</td>
<td>413</td>
<td>247</td>
<td>5.7</td>
</tr>
<tr>
<td>Programming</td>
<td>486</td>
<td>399</td>
<td>6.1</td>
<td>425</td>
<td>330</td>
<td>6.2</td>
</tr>
<tr>
<td>Computer systems &amp; networks</td>
<td>490</td>
<td>351</td>
<td>5.4</td>
<td>454</td>
<td>293</td>
<td>5.3</td>
</tr>
</tbody>
</table>

Figure 3 shows the results of the percentage of students that successfully completed the course in the regular time after a second chance had been offered. In our institute, every course will have a second exam every year. In the same figure, the results for the previous year have been added. From the figure it becomes clear that the yield has significantly increased for all courses. The most successful course so far was programming, though this course was also the most successful one in the previous year. There is also a slight difference in the content of the program, mainly due to the fact that Python has been used instead of PHP or Java may have influenced the outcome. The learning goals did not change, so it is fair to state that the new blended course was more successful than the year before. All other courses show a better outcome than the year before. The other two courses are quite similar in content and learning goals, so the results can be compared. One should keep in mind that the new curriculum was not
only based on blended learning and the 4C/ID model, but also based on the fact that we did not separate the different specialisations from the start. Also the fact that there were no classes with more than 32 students should be mentioned here. In the previous year there were instruction classes for over 100 students. So the positive effect should be considered as the consequence of all changes in the curriculum.

6 Discussion

In this section, some of the problems encountered during development and introduction of the new curriculum are discussed as well as the successes achieved.

6.1 Pitfalls

Though the concepts presented were supported by the majority of teachers in our institute, some remarks should be made here:

1. The amount of work for the developers of the courses was much more than expected in the beginning. Selecting good online material took much more time, because the developers should check the quality and adequateness carefully [2]. Also the match of the online material with the learning goals turned out to be cumbersome. The alternative would have been developing material at our institute, but that would have cost even more time.

2. The flipping the classroom concept only works well if there is a possibility to monitor the self-study phase of the students. Students should study in advance and do some self tests. The results of these tests will give a clue
to the teacher which parts of the teaching material should be treated at the beginning of the classroom meeting before students will work on instructions and tasks related to the material. In our situation monitoring was not yet possible, so we had to ask the students what problems they encountered. This might lead to the situation that a group of students decides to pay less attention to the self-study, knowing that the teacher cannot check and almost certainly will explain the difficult parts at the beginning of the meeting.

3. There was quite a big difference in applying the concepts as proposed by different persons teaching the same course. Many more meetings would have helped to solve this problem, but this would also put a burden on the people involved.

4. Students were not used to the new educational concepts. More effort should be taken to introduce students to the new environment as well as explaining the system.

The problems mentioned here are solvable. In the situation described under number 1 and 3 it means making more time available for the teaching staff to prepare the courses and having the possibility to discuss the method and help each other to use good practices. Currently the solution for the problem described under number 2 is under development. Monitoring activities per individual student is necessary and as an Institute of ICT we are strongly involved with the software used to create the blended learning environment. The problem described under number 4 should be solved by explaining the students the concept more carefully. The fact that students know that their home-activities for the course are monitored may also help to activate the students.

6.2 Successes

There is also a number of successes to report on the new program.

1. The new learning paradigm turned out to help a bigger number of students to complete the courses within due time. Given the fact that some important improvements still can be made, we expect an even better result for the years to come.

2. Most students in IT expect an IT training to be IT-based. Older ways of instruction are sometimes considered by students to be outdated or belonging to the previous century. This fact also motivates students.

3. Another positive point is the fact that from the beginning both students as well as representatives from the software industry were involved in the construction of the new curriculum. This resulted in a curriculum that was a wide support both by industry as well by the student community.

4. A feature of the new course is multidisciplinary cooperation between students in project. This help students in getting a broader view on the IT domain and getting a better understanding of what other disciplines in that field mean and accomplish.
5. In the new situation students will select a specific specialisation after half a year of their study. This makes it much easier for students to find out what specialisation fits the best with their interest and capabilities. In the older setup there was also a half year with almost similar programs, but the switch to another discipline was more complicated. Actually the student had to switch while in the current course she only decides what specialisation she will choose after half a year.

Given the fact that the pitfalls we encountered are solvable, the switchover to the new educational approach can be considered as a success so far.

7 Conclusion and discussion

In this paper we described a project to renew a CS curriculum. In this curriculum concepts like 4C/ID, blended learning and flipping the classroom play an important role. The concepts that have been used are introduced and explained as well as the implementation and first results. The first results are promising.

IT-based solutions offer great opportunities for educational renewal, but care has to be taken about the way the they are used. Also the time and work involved was in our case underestimated leading to a result that is not yet at the level that we had in mind at the start. However, as mentioned before the results so far are promising and give support to the idea that this is a good approach to keep students involved and motivated with their study at the educational institute.
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\section{Introduction}

Nowadays 3D printing and 3D scanning technologies, originated around three decades ago, gain more and more popularity. 3D technologies are actively used not only by scientific specialists, but also by many companies, producing and designing goods of a wide range. A sharply increasing interest in 3D technologies is explained by the possibility to essentially reduce, with their help, the expenses of complicated technical goods production due to reducing the costs of making sketches, models, prototypes [1–5]. 3D printing is actively used in architecture, building, small-scale production, functional testing, medicine, and manufacture of wearing apparel, footwear, jewelry, toys and souvenirs [6]. The experts call 3D printing "a salvation of economy” and "a breakthrough in medicine”; emphasize ecological compatibility and easiness of use of modern 3D devices [7].
According to some forecasts, by 2050 every third family in the developed world will have a 3D printer at home; and by the end of the 21st century the copying machines, designed for analyzing and reproducing any structure with the precision up to an atom, will be created [8].

3D printing and 3D scanning technologies are actively used in the educational process for producing visual aids. Besides, the penetration of 3D printing in more and more spheres entails the growth of demand for qualified specialists in this field. Therefore, 3D printing technology and equipment application in a modern institution of higher education (IHE) will allow:

- to increase scientific potential;
- to significantly improve the IHE competitiveness at the global level;
- to train highly-qualified personnel.

A tremendous advantage of 3D technologies application is a significant increase of students’ interest in the educational process. Modern postgraduate students and young scientists need skills of working with 3D equipment for their successful career. The preparation and organization of qualification courses, teaching the principles of work with modern 3D equipment, by the IHE is very promising.

3D technologies and equipment are actively applications by Norwich University (the USA), Exeter University (the United Kingdom), Staten Island Technical High School (Island), University of Sunderland (England), Stellenbosch University (South Africa), Massachusetts Institute of Technology (the USA), Budapest University of Technology and Economics (Hungary). At the same time, in Ukraine nowadays there are no institutions of higher education, using these technologies in the educational process and research work.

Thus, the development of an innovative course, dedicated to 3D technologies and permitting to acquire skills of working with 3D equipment, and its introduction into the educational process of a modern Ukrainian institution of higher education is the task of a current importance.

2 The Training Course ”3D Printing Technology Transfer”

2.1 General Description and Structure of the Course

At the Dniprodzerzhynsk state technical university (DSTU) and the Kyiv State Maritime Academy (KSMA) the 3D equipment was purchased within the framework of realization of the international project ”Knowledge Transfer Unit From Applied Research and Technology-Entrepreneurial Know-How Exchange to Development of Interdisciplinary Curricula Modules” (Reference Number: 544031-TEMPUS-1-2013-1-AT-TEMPUS-JPHES, Project Duration: 36 month, 12/2013 11/2016) [9–11].

Moreover, the KTU staff of the Dniprodzerzhynsk state technical university and the Kyiv State Maritime Academy jointly with the representatives of UdG
(Spain) developed a curriculum of the multidisciplinary course "3D PRINTING TECHNOLOGY TRANSFER". As a result of getting acquainted with this course materials the students (post-graduate students) will not only study the modern technologies of 3D printing and scanning, their history, used materials, a sphere of application, and get practical skills of making prototypes, but also master the principles of 3D technologies transfer, the basics of entrepreneurship; get acquainted with the instruments, allowing to carry out the effective 3D technologies transfer in Ukraine and abroad.

**The relevance of the training module.**

The module is oriented at a wide range of students, who want to have a confident understanding of the current concepts of knowledge economy, knowledge transfer, modern principles of 3D printing technology, and approaches to the implementation of 3D printing technology transfer. Nowadays 3D printing technology is effectively used in various fields of engineering. The transfer should ensure handing of 3D production from developers to customers.

The global scientific and technological transformations are the main world trends of modern society development. They determine a transition from the primary industrial economy to the postindustrial knowledge-based economy. The knowledge transfer is a multidimensional and multi-branch process of transmission of different forms and types of knowledge. The application of modern innovative technologies transfer, such as 3D printing technology, is the most efficient.

The application of modern knowledge transfer principles in 3D printing technology area helps developers to attract potential customers (investors) and to achieve maximum economic benefit.

**The aim** of the module is a creation of students knowledge system about knowledge transfer and 3D printing technology transfer.

**Target group:** Phd students, graduates who have a bachelor degree or a master degree.

**Didactical approach**

There are lectures, practical tasks, teachers consultations (both individual and collective) and students' self-guided work with an overall guidance of teachers with the aim to achieve the objectives. Students receive methodological support in the form of a program (curriculum) of the discipline, and a manual. It contains lectures and recommendations for self-guided work, a list of recommended literature and other useful recourses.

**Time requirements / duration:** 3 months

2.2 Curriculum of the Course

The developed course consists of 5 training modules:

**Part 1: KNOWLEDGE TRANSFER**

**Module 1: Basics of Knowledge & Innovation Transfer**

**Session 1: Types of knowledge transfer**

The knowledge transfer concept. The history of the European knowledge transfer system. A university as a basis of the knowledge-based society. The paradigm
of the knowledge triangle: education, science, innovation. The current state of knowledge transfer in Ukraine. Systems of internal and external knowledge transfer.

**Session 2: Technology transfer**
The definitions of embodied and disembodied technologies. The components of knowledge transfer: transfer of legally described technologies; transfer of know-how; transfer of physical products and economic benefits; transfer of skilled labor. Technology transfer as the main component of knowledge transfer.

**Session 3: Innovation transfer**
The definition of innovation. The definition and nature of innovation as an object of transfer. The mechanisms of innovation transfer. The methods that help to determine the costs of the object of transfer.

**Module 2: Management of Knowledge Transfer**

**Session 1: Knowledge transfer infrastructure**
The concept of a knowledge transfer unit. Target groups, mission, organizational structure and staffing of a knowledge transfer unit. The list of services of a knowledge transfer unit. Capacity building of a knowledge transfer unit.

**Session 2: Knowledge transfer management**
General description of project management. The main forms of organizational structure of a project. Common approaches to project planning. Practical principles of project management. The structure of a project. Resource planning, costs and project budget.

**Session 3: International knowledge transfer**
The definition of international knowledge transfer. Forms of explicit and implicit knowledge. Phases of internal knowledge transfer.

**Module 3: Advanced topics of Knowledge Transfer**

**Session 1: Acknowledgment with Erasmus+ and Horizon 2020 EU Programs**
The definition of international knowledge market. Single European space of Higher Education. Single European space of Research. EU programs Erasmus + and Horizon 2020.

**Session 2: Acknowledgment with National Transfer Technology Network (NTTN)**
European and Ukrainian Technology Transfer Networks. The principles of work in NTTN. The ways of preparation of the description of innovative solutions; technologies, ready for introduction; promising scientific projects and ideas. The methods of search for scientific innovative projects and offers.

**Part 2: 3D PRINTING TECHNOLOGY**

**Module 1: Basics of 3D printing and 3D scanning**

**Session 1: The history of 3D printing technology**

**Session 2: 3D printing technologies**
StereoLithography Apparatus, SLA. Selective Laser Sintering, SLS. Selective Laser Melting, SLM. Electron Beam Melting, EBM. Multi Jet Modeling,
Session 3: Materials for 3D printing


Session 4: 3D scanning technologies


Session 5: Critical issues of 3D printing

Module 2: Application of 3D printing and scanning

Session 1: The fields of 3D printing application


Session 2: 3D printing software


Session 3: The fields of 3D scanning application


Session 4: Scanning and printing of a 3D model


Session 5: Creating a project and printing a 3D model

Different ways of 3D prototyping and mesh grid creation. Slicing. Shells and surface layers. Reviewing the print results.

2.3 Competences

Acquaintance with the course materials will give students the opportunity to possess the following competencies:

General competences

1. Use of English language
   (a) use specific English terminology in the area of Management of Knowledge Transfer in oral speech;
   (b) use specific English terminology in the area of Management of Knowledge Transfer in writing;
   (c) make presentations in English with the help of specific terminology in the area of Management of Knowledge Transfer;
   (d) Read English literature in the area of Management of Knowledge Transfer.
2. Gather and select information efficiently
   (a) independently gather and select information from specific Web-resources;
   (b) independently gather and select information from specific literature;
   (c) independently gather and select information from news, specific conferences and seminars.

3. Use information and communication technologies.
   (a) use information and communication technologies for different tasks;
   (b) select and use the most appropriate information and communication technologies;
   (c) select and use modern information and communication technologies for team work and management;
   (d) select and use modern information and communication technologies for international knowledge transfer.

4. Work in teams.
   (a) form a team; make a list of roles and a list of activities for each role;
   (b) work independently in a team, select an appropriate role;
   (c) prepare formal documentation and reports about teamwork; use different shared resources;
   (d) use results of teamwork.

5. Communicate orally and in writing.
   (a) communicate orally and in writing about specific problems, ideas, solutions, results;
   (b) use presentations, supporting materials, software, videos and other resources in communicate orally and in writing;
   (c) communicate orally and in writing on topics in the area of knowledge transfer management.

Special competences

1. Problem solving.
   (a) accurate formulation of problems;
   (b) search for different solutions of specific problems;
   (c) form criteria for solutions evaluation, select appropriate solutions.

2. Use explicit and implicit forms of knowledge.
   (a) independently use explicit forms of knowledge;
   (b) confidently identify and use implicit knowledge necessary for solving specific tasks.

3. Use software for 3D modeling, 3D printing, 3D scanning.
   (a) independently select and use appropriate 3D modeling software for different projects;
   (b) independently select and use appropriate 3D printing software for different projects;
   (c) independently select and use appropriate 3D scanning software for different projects.

4. Use 3D equipment.
   (a) independently select and use appropriate 3D printing technologies for different projects;
(b) independently select and use appropriate 3D printing materials for different projects;
(c) independently select and use appropriate 3D scanning technologies for different projects.

5. Customer focus.
(a) perform marketing researches (interviews with customers, analysis of literature, news and web-resources); create a list of products and services required by customers;
(b) continuously develop and improve services required by customers;
(c) prepare descriptions of innovations required by customers;
(d) use individual approach to each customer.

6. Critical thinking.
(a) independently analyze and systematize tasks, ideas, methods, solutions, tools and results;
(b) independently analyze exceptions;
(c) independently analyze and correct mistakes.

7. Life long learning.
(a) evolve with the needs, improve their intellectual level;
(b) apply the acquired knowledge for solving new multidisciplinary tasks.

3 Conclusion

Thus, the course "3D PRINTING TECHNOLOGY TRANSFER", developed by the authors, allows the students not only to master knowledge and practical skills in the field of 3D printing (scanning), but also to get acquainted with the basics of entrepreneurship and the principles of 3D technologies transfer. The competences, acquired by the students after getting acquainted with the course materials, will allow them to become highly qualified specialists demanded in a modern labour-market.

Course "3D PRINTING TECHNOLOGY TRANSFER" is effectively implemented not only in the curricula of bachelor’s and master’s degrees, but is also used for the preparation of post-graduate students, retraining and refresher courses. Thus, the introduction of a course developed by the authors in educational activities will enable higher education institution to develop "learning throughout the life" concept, using the competency approach. In addition, the reading of the "3D PRINTING TECHNOLOGY TRANSFER" course in DSTU and KSMA allows us to develop activities according to the knowledge triangle concept: "education - science innovation".
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Abstract. Calculation methods of the prognostication of the computer systems state under different volume of a priori information and accuracy of the measurement of controlled parameters (under absence and presence of measurement errors) are obtained in the work. Canonical expansions of random sequences of the indices characterizing the state of the investigated systems considered as basic features of the methods. Synthesized methods do not impose any significant limitations on the qualities of the sequence of the change of the forecast parameters (linearity, stationarity, Markov behavior, monotoneness, etc.) and allow to take into account the stochastic peculiarities of the process of functioning of the investigated objects as much as possible. Expressions of the determination of a mean-square extrapolation error are obtained for solving the prognostication problems specifically concerning the state of computer systems under different level of information uncertainty.

Keywords. calculation method, random sequence, canonical decomposition, prognostication of the state

Key Terms. computation, mathematical model
1 Mathematical statement of the problem of the prognostication of a technical condition

One of the most important problems that arises constantly in the process of the operation of computer systems and computerized control systems [1,2,3] is based on quite evident fact that any decision about the permission of the system operation (of the realization of a stated problem) is closely connected with the solving of the prognosis problem. For example, the forecast of the remaining functioning time is a rotating machinery prognosis, results of which can be used also for forecasting of the reliability of machinery components (and additional equipment) as well as for forecasting future operational conditions. This kind of prognosis is based on the output data of multi-sensor monitoring system and current results of data processing. The main goal of such prognosis deals with: (a) reducing downtime of the machinery and corresponding equipment; (b) optimizing spares quantity; (c) decreasing functioning cost; (d) increasing safety of the machinery maintenance. In [4] authors analysis known methods of rotating machinery prognosis and classify the approaches to three groups based on different models: (a) general reliability, (b) environmental conditions, (c) combining prognostication and reliability.

Special attention should be paid to prognostication of manufacturing and industrial systems [5]. The results of such prognosis can help to determine the most rational maintenance modes for long-time functioning of different computer-integrated technological complexes. Modelling the degradation mechanism and dynamical degradation monitoring of the most important components of computer-integrated technological complexes are the base for prognosis in [5] within an e-maintenance architecture.

Different forecasting methods can be used for short-term electric load prognosis [6,7] at the enterprises, plants, cities and regions. The surveys of the prognosis methods based on applying Kalman filter, state space models, linear regression, stochastic time series, various smoothing algorithms, and artificial intelligence methods as well as the analysis of their application for solving prognostication problems is presented in [6,7] with implementation to short-term electric load prognosis.

The uncertainties of functioning conditions, external environment, nonstationary parameters and working modes and problems with their mathematical formalization are the main obstacles in using efficient computer models for forecasting future behavior of complex technological systems. As example, in [8] authors consider a special Bayesian computer model for prognostication of the active hydrocarbon reservoir future functioning.

Last years, such powerful theoretical-applied tool as the theory of neuro-fuzzy systems has been introduced successfully for solving different prognostication tasks in engineering, medicine, investment policy, finance and other fields [9,10,11,12,13].

According to reliability of control systems, it is necessary to note that computers are the main components of embedded controllers (traditional, fuzzy, neuro, etc.). The main critical requirement deals with providing efficient functioning such systems and networks in normal and in failure modes, when any component fails. One of the efficient approach for design process of such control systems is based on the applying redundant-elements-design-method [14].
Two most important indexes can be taken in to account in solving forecasting tasks for the e-business systems: (a) insufficient speed of response and (b) preventing failure of the system. In [15] author consider predictive inputs for the designed prognosis system as intrinsic (component activity levels, system response time, etc.) and extrinsic (time, date, whether, etc.) variables.

The prognostication in computer networks is described in [16] for forecasting the level of computer virus spread based on two models of viral epidemiology (differential equation model and the discrete Markov model).

The problem of forecasting control is especially topical for computer systems which are used for the management of the objects that relate to the class of critical or dangerous and under the threat of accident objects (aircraft, sea mobile objects, nuclear power stations, chemical industry plants etc.) [17,18,19].

Computer systems are exploited in the conditions of continuous influence on the great number of external and internal perturbing factors, the influence on the object of which is random by the moment of origin, duration and intensity. And correspondingly the changes of the system state also turn out to be random and form a random sequence. Thereupon the extrapolation of the realization of the random sequence describing the functioning of the investigated system on a certain interval of time is the mathematical content of the problem of the prognostication of a technical condition.

The most general extrapolation form for the solving of the problem of non-linear extrapolation is a Kolmogorov-Gabor polynomial [20] but it is very difficult and laborious procedure to find its parameters for the great number of known values and used order of non-linear relation. Thereupon during the forming of realizable in practice algorithms of the prognosis different simplifications and restrictions on the qualities of random sequence are used. For example, a range of suboptimal methods of non-linear extrapolation with a limited order of stochastic relation on the basis of approximation of a posteriori density of probabilities of an estimable vector by an orthogonal expansion by Hermite polynomials or in the form of Edgeworth series was offered by V.S. Pugachev [21]. Solution of non-stationary equation of A.N. Kolmogorov [20] (particular case of differential equation of R. L. Startanovich for the description of Markovian process) is obtained provided that the drift coefficient is linear function of state and coefficient of diffusion is equal to constant. Exhaustive solution of the problem of optimal linear extrapolation for different classes of random sequences and different level of informational support of the problem of prognosis (A.N. Kolmogorov equation [22] for stationary random sequences measured without errors; Kalman method [23] for markovian noisy random sequences; Wiener-Hopf filter-extrapolator [24] for noisy stationary sequences; algorithms of optimal linear extrapolation of V. D. Kudritsky [25] on the basis of canonical expansion of V. S. Pugachev etc.) exists. But maximal accuracy of the prognosis with the help of the methods of linear extrapolation can be achieved only for Gaussian random sequences.

Thus the development of the new methods of the prognostication of computer systems state which allow to take into account the information about the investigated object as much as possible is a topical problem.

Let us assume without restricting the generality that the state of a computer system is determined in exhaustive way by scalar parameter $X$ the change of the values of which in discrete range of points $t_i, i = 1, T$ is described by the discrete sequence
\[ \{X\} = X(i), i = \overline{1, I}. \] It is necessary to get optimal estimations of future values of a random sequence under different volume of a priori and a posteriori information.

2 Prognostication under the absence of the errors of measurement

The most universal from the point of view of the limitations that are imposed on the investigated sequence is the method on the basis of canonical model [26]:

\[ X(i) = M[X(i)] + \sum_{j=1}^{N} \sum_{\nu=1}^{I} W^j(\nu) \beta_{\nu}^{(i)}(i), \quad i = \overline{1, I}, \]  

(1)

where elements \( W^j(\nu) \), \( \beta_{\nu}^{(i)}(i) \) are determined by recurrent correlations:

\[ W^j(\nu) = X^j(\nu) - M[X^j(\nu)] - \sum_{\mu=1}^{\nu} \sum_{j'=1}^{\nu} D_j(\nu) \beta_{\nu}^{(j')}(\nu) \beta_{\nu}^{(j)}(i) - \sum_{j'=1}^{\nu} D_j(\nu) \beta_{\nu}^{(j')}(\nu) \beta_{\nu}^{(j)}(i), \quad \nu = \overline{1, I}, \]

(2)

\[ \beta_{\nu}^{(i)}(i) = \frac{M[W_{\nu-1}^{(i)}]\{X^j(i) - M[X^j(i)]\}}{M\{W_{\nu}^{(i)}\}^2} = \frac{1}{D_j(\nu)}\{M[X^j(\nu)X^k(i)] - M[X^j(\nu)]M[X^k(i)] - \sum_{\mu=1}^{\nu} \sum_{j'=1}^{\nu} D_j(\nu) \beta_{\nu}^{(j')}(\nu) \beta_{\nu}^{(j)}(i) - \sum_{j'=1}^{\nu} D_j(\nu) \beta_{\nu}^{(j')}(\nu) \beta_{\nu}^{(j)}(i), \quad \nu = \overline{1, I}, \]

(3)

\[ D_j(\nu) = M\{W_{\nu}^{(j)}\}^2 = M[X^j(\nu)] - M[X^j(\nu)]^2 - \sum_{j'=1}^{\nu} D_j(\nu) \beta_{\nu}^{(j')}(\nu)^2, \quad \nu = \overline{1, N}, \]

(4)

(5)

\[ m_{\nu}^{(j)}(h, i) = \begin{cases} M[X^j(i)] & \text{when } \mu = 0; \\ m_{\nu}^{(j-1)}(h, i) + (x'(\mu) - m_{\nu}^{(j-1)}(i, \mu)) \beta_{\nu}^{(i)}(i) & \text{when } l \neq 1, \\ m_{\nu}^{(j-2)}(h, i) + (x'(\mu) - m_{\nu}^{(j-2)}(i, \mu)) \beta_{\nu}^{(i)}(i) & \text{when } l = 1. \end{cases} \]
or

\[ m^{(k,N)}_i(1,i) = M\left[ X(i) \right] + \sum_{j=1}^{k} \sum_{i=1}^{N} (x^i(j) - M\left[ X^i(j) \right]) S^{(a)}_{(k-j)(N+1)}((i-1)N+1), \]  

(6)

where

\[ S^{(a)}_p(\xi) = \begin{cases} S^{(a-1)}_p(\xi) - S^{(a-1)}_p(\alpha) \gamma_t(i), & \text{if } \lambda \leq \alpha - 1; \\ \gamma_a(\xi), & \text{for } \lambda = \alpha; \end{cases} \]  

(7)

\[ \gamma_a(\xi) = \begin{cases} \beta_{(a/\alpha)}^{(l)} \left( \left\lfloor \frac{\alpha}{N} \right\rfloor + 1 \right), & \text{for } \xi \leq kN; \\ \beta_{(a/\alpha)}^{(l)}(i), & \text{if } \xi = (i-1)N+1. \end{cases} \]  

(8)

Mean-square error of extrapolation is determined as

\[
M\left[ X(i/x^i(j)), \nu = 1, N-1, j = 1, k \right] - m^{(k,N-1)}_i(1,i) = M\left[ X^2(\nu) \right] - 

- M^2\left[ X^i(\nu) \right] - \sum_{j=1}^{N} \sum_{i=1}^{K} M\left[ (W^{(i)}(\nu))^2 \right] (\beta^{(l)}_t(i))^2, i = k+1, l.

(9)

Expression \( m^{(l)}_h(i,h) = M\left[ X^h(i)/x^i(j), j = 1, \mu - 1, \nu = 1, N; x^h(\mu), \nu = 1, l \right] \) for \( h = 1, l = N, \mu = k \) is optimal estimation \( m^{(k,N)}_i(1,i) \) of the future value \( x(i), i = k+1, l \) provided that for the calculation of the given estimation values \( x^i(j), \nu = 1, N, j = 1, k \) are used that is the results of the measurements of sequence \( \{X\} \) in points \( t_j, j = 1, k \) are known.

3 Prognostication on the basis of a priori information about the sequence of measurements with errors

Solution of the problem of prognosis (5),(6) presupposes the usage of true values of random sequence \( \{X\} \) in the points of discretization \( t_j, j = 1, k \). But in real situations the assumption about that that measured values \( x(j), j = 1, k \) are known absolutely exactly is never carried out. The errors of the determination of the values of the forecast parameter can appear whether as a result of overlay of hindrances in the communication channel between measuring device and investigated object or as a result of influence of hindrances on the measuring tools.

Let us assume that as a result of measurements random sequence is observed
where \( Y(i), i = 1, T \), is a random error of measurement, \( X(i), i = 1, T \), is unobserved component. It is necessary to obtain optimal (in mean-square sense) estimation of future values of random sequence \( \{ X \} : M \left[ X^h (v) X^h (i) \right], h, h = 1, N, v, i = 1, T \) by the results of measurements \( z(j), j = 1, k \).

Within the limits of such a statement the simplest nonoptimal solution of the problem presupposes the usage of algorithms (5),(6) substituting in it the results of measurements

\[
m^{(p)}_{x/z} (h, i) = \begin{cases} 
M \left[ X^h (i) \right], & \mu = 0; \\
n^{(p)}_{x/z} (h, i) + (z' (\mu) - n^{(p)}_{x/z} (i, \mu)) \beta^{(i)}_{\omega} (i), & l \neq 1; \\
n^{(p-1)}_{x/z} (h, i) + (z' (\mu) - n^{(p-1)}_{x/z} (i, \mu)) \beta^{(i)}_{\omega} (i), & l = 1; 
\end{cases} 
\]

\[
m^{(k,N)}_{z/z} (1, i) = M \left[ X (i) \right] + \sum_{j=1}^{k} \sum_{i=1}^{N} \left( z' (j) - M \left[ Z' (j) \right] \right) S^{(k,N)}_{(i-1)N+1} ((i-1)N+1)
\]

Conditional mathematical expectation remains as before unbiased estimation of future values of true extrapolated realization. At the same time the error of a single extrapolation will be written down as:

\[
\Delta^{(i)}_{x/z} (i) = n^{(i)}_{x/z} (1, i) - x^{(i)} (i), \ i = k + 1, T,
\]

where \( x^{(i)} (i), i = k + 1, T \) is a true value of extrapolated realization in the area of forecast. These values aren’t known actually and realization \( x^{(i)} (i) \) is developing in a random way in the area of forecast. As a result of this the error of a single extrapolation acquires random character:

\[
S^{(i)}_{x/z} (i) = m^{(i)}_{x/z} (1, i) - n^{(i)}_{x/z} (i) - \sum_{y=d}^{i} \sum_{x=1}^{N} \beta^{(y)}_{\nu} (i)
\]

The application of the operation of mathematical expectation to the last expression

\[
S^{(i)}_{x/z} \left[ i / z^\nu (j), \nu = 1, N, j = 1, k \right] = m^{(k,N)}_{z/z} (1, i) - m^{(k,N)}_{z/z} (1, i) = \\
= \sum_{j=1}^{k} \sum_{i=1}^{N} \left( z^\nu (j) - M \left[ z^\nu (j) \right] \right) S^{(k,N)}_{(i-1)N+1} ((i-1)N+1) -
\]
\[- \sum_{j=1}^{k} \sum_{i=1}^{N} \left[ x^v(j) - M \left[ X^v(j) \right] \right] S_{(j-1)N+y}^{(k)} \left( (i-1)N + 1 \right) = \sum_{j=1}^{k} \sum_{i=1}^{N} y^v(j) S_{(j-1)N+y}^{(k)} \left( (i-1)N + 1 \right), \quad i = k+1, I.\]

shows that in the given case (as distinct from an ideal case) a single extrapolation is accompanied by conditional systematic error.

Correspondingly the dispersion of the error of a single extrapolation from (13), (14) is determined as

\[ M \left[ \left( \delta_{s+z}^{(k)}(i) - S_{s+z}^{(k)}(i) \right)^2 \right] = \sum_{j=1}^{k} \sum_{i=1}^{N} D_z(j) \left[ \beta_{s+}^{(k)}(i) \right]^2, \quad i = k+1, I. \quad (15)\]

With the usage of (13), (14) mean-square error of a single extrapolation will be written down in the form

\[ E_{s+z}^{(k)} \left( i / z(\mu), \mu = \overline{1, k} \right) = \left\{ S_{s+z}^{(k)}(i) \right\}^2 + D_z^{(k)}(i), \quad i = k+1, I. \quad (16)\]

As error (16) is conditional averaging (16) by condition that values \( z(\mu), \mu = \overline{1, k} \) are random is necessary for complete characteristic of the accuracy of algorithm (11), (12). As a result the expression for mean-square error of prognosis is in the form

\[ E_{s+z}^{(k)}(i) = D_{s+z}^{(k,N)}(i) = \sum_{i=1}^{k} \sum_{\mu=1}^{N} \sum_{j=1}^{k} M \left[ X^v(l) \cdot Y^v(j) \right] S_{(j-1)N+y}^{(k)} \left( (i-1)N + 1 \right) \times \]

\[ \times S_{(i-1)N+y}^{(k)} \left( (i-1)N + 1 \right) + \sum_{j=1}^{k} \sum_{i=1}^{N} D_z(j) \left[ \beta_{s+}^{(k)}(i) \right]^2, \quad i = k+1, I. \quad (17)\]

4 Prognostication with preliminary filtration of the errors of measurements

Increase of the quality of extrapolation of random sequence \( \{ X \} \), measured with noises is possible at the expense of transition from the results of measurement \( z(\mu), \mu = \overline{1, k}, k < I \) to estimation.

\[ x^*(\mu) = M \left[ X(\mu) \right] + \left( 1 - F^{(x)} \right) m_{z}^{(\mu-1,N)}(1, \mu) + F^{(x)} z(\mu), \mu = \overline{1, k}. \quad (18)\]
Unbiased estimation of unknown value \( x(\mu) \) being studied as a balanced mean value of the result of the forecast at \( \mu \)-th step \( m_i^{(k,N-1)}(1,\mu) \) and result \( \mu \) of that measurement \( z(\mu) \).

By means of consecutive substitution with the application of estimation (18) the algorithm of extrapolation (5) is brought to the form [30]:

\[
m^{(\mu,i)}(h,i) = \begin{cases} 
    M \left[ X^h(i) \right], & \mu = 0; \\
    m^{(\mu,i-1)}(h,i) + F(\mu) \left( z^i(\mu) - m^{(\mu,i-1)}(l,\mu) \right) b_{\beta}(i), & l \neq 1; \\
    m^{(\mu-1,N)}(h,i) + F(\mu) \left( z^i(\mu) - m^{(\mu-1,N)}(l,\mu) \right) b_{\beta}(i), & l = 1.
\end{cases}
\] (19)

Algorithm (19) has equivalent form of notation as following

\[
m_i^{(k,N)}(1,i) = M \left[ X(i) \right] + \sum_{j=1}^{k} \sum_{j=1}^{N} \left( z(j) \right)^{y} G_i^{(k)} \left( (i-1)N + 1 \right),
\] (20)

\[
G_i^{(\alpha)}(\xi) = \begin{cases} 
    G_i^{(\alpha-1)}(\xi) - G_i^{(\alpha-1)}(\alpha) \gamma_i(i), & \lambda \leq \alpha-1; \\
    \gamma_i(\xi), & \lambda = \alpha;
\end{cases}
\] (21)

\[
\gamma_i(\xi) = \begin{cases} 
    F_i^{(\alpha)} \beta_i^{(\alpha)} \left( \frac{\alpha}{N} \right) + 1, & \text{for } \xi \leq kN; \\
    F_i^{(\alpha)} \beta_i^{(\alpha)}(i), & \text{if } \xi = (i-1)N + 1.
\end{cases}
\] (22)

Optimal values of weight coefficients are determined from the condition of minimum of mean-square error of filtration

\[
E_i(k) = M \left[ X^i(k) - X^i(k) \right]^{2} = M \left[ (1 - F^{(i)}) \sum_{j=1}^{k} \sum_{j=1}^{N} \left( Z(j) \right)^{y} \right] \times
\] (23)

\[
\times G_i^{(k)} \left( (k-1)N + 1 \right) + F^{(i)} \left( Z(k) - X(k) \right)^{2}.
\]

After differentiation of this expression on \( F^{(i)} \) and solution of the corresponding equation the expression for calculation of the optimal value of the coefficient is obtained

\[
F^{(i)} = \frac{F_1^{(i)} + F_2^{(i)} - F_3^{(i)}}{F_1^{(i)} + F_2^{(i)} - 2F_3^{(i)} + D_i(k)}.
\] (24)
\[ F^{(k)}_1 = D_y(k) - 2 \sum_{j=1}^{k-1} \sum_{l=1}^{N} M \left[ X'(j)^Y X'(k)^Y \right] G^{(k-1)N}_{(j-1)N+\nu}((k-1)N+1) + \\
+ \sum_{j=1}^{k-1} \sum_{l=1}^{N} \sum_{\mu=1}^{N} M \left[ X'(j)^Y X'(l)^Y \right] G^{(k-1)N}_{(j-1)N+\nu}((k-1)N+1) \times \\
G^{(k-1)N}_{(l-1)N+\mu}((k-1)N+1); \]

\[ F^{(k)}_2 = \sum_{j=1}^{k-1} \sum_{l=1}^{N} M \left[ Y^Y(j)Y^Y(l) \right] G^{(k-1)N}_{(j-1)N+\nu}((k-1)N+1)G^{(k-1)N}_{(l-1)N+\mu}((k-1)N+1); \]

\[ + \sum_{j=1}^{k-1} \sum_{l=1}^{N} \sum_{\mu=1}^{N} M \left[ X'(j)^Y X'(l)^Y \right] G^{(k-1)N}_{(j-1)N+\nu}((k-1)N+1) \times \\
G^{(k-1)N}_{(l-1)N+\mu}((k-1)N+1); \]

\[ F^{(k)}_3 = \sum_{j=1}^{k-1} M \left[ Y^Y(j)Y^Y(k) \right] G^{(k-1)N}_{(j-1)N+\nu}((k-1)N+1). \]

Each element of the formula (24) has evident physical sense. Specifically summand \( F^{(k)}_1 \) determines contribution to resultant error made by stochastic nature of random sequence \( \{ X \} \), summands \( F^{(k)}_2 \) and \( F^{(k)}_3 \) are connected with the errors of past measurements and summand \( D_y(k) \) is dispersion of the last measurement. Algorithm (19),(20) got on the basis of function \( M \left[ X^\lambda(v)X^\lambda(i) \right], \lambda, h = 1, N, \nu, l = 1, I \) and results of measurements \( z(j), j = 1, k \) provides minimum of mean-square error of the prognosis for the given volume of known information about investigated random sequence as two interconnected consecutive stages (filtration-extrapolation) are fulfilled in optimal way: weight coefficients of estimation (18) are determined from the condition of the minimum of mean-square error of approximation to true values and parameters of extrapolator on the stage of preliminary filtration and further forecast are optimal which was proved earlier in the theorem.

Mean-square error of extrapolation with the use of the algorithm of polynomial filtration (19),(20) is determined as

\[ E^{(k)}_\lambda(i) = \sum_{j=1}^{k-1} \sum_{l=1}^{N} \sum_{\mu=1}^{N} M \left[ X'(j)^Y X'(l)^Y \right] G^{(k-1)N}_{(j-1)N+\nu}((i-1)N+1) - \\
S^{(k)}_{(j-1)N+\nu}((i-1)N+1) \times G^{(k-1)N}_{(l-1)N+\mu}((i-1)N+1) - \\
S^{(k)}_{(l-1)N+\mu}((i-1)N+1) \times G^{(k-1)N}_{(j-1)N+\nu}((i-1)N+1) \times \\
G^{(k-1)N}_{(j-1)N+\nu}((i-1)N+1) \times \\
G^{(k-1)N}_{(l-1)N+\mu}((i-1)N+1); \]

\[ + \sum_{j=1}^{k-1} \sum_{l=1}^{N} \sum_{\mu=1}^{N} M \left[ Y^Y(j)Y^Y(l) \right] G^{(k-1)N}_{(j-1)N+\nu}((i-1)N+1) \times \\
G^{(k-1)N}_{(l-1)N+\mu}((i-1)N+1). \]
5 Prognostication on the basis of complete a priori information about the sequence measured with errors

Application of the operation of filtration in algorithm (19),(20) allows to decrease mean-square error of extrapolation compared with (11),(12) as the estimation $x' (\mu) , \mu=1,k$ has better accuracy characteristics compared with $z (\mu) , \mu=1,k$. But in algorithm (19),(20) as well as in (11),(12) there is a mismatch between stochastic qualities of a posteriori information $x' (\mu) , \mu=1,k$ and parameters of extrapolation form (5),(6) on the basis of which the method under study is formed.

For the forming of the method of the prognosis by noisy measurements let’s introduce into consideration the mixed random sequence $\{X'\} = \{Z(1), Z(2),...,Z(k), X(k+1),...,X(I)\}$ combining in itself the results of measurements till $i = k$, as well as the data about the sequence $\{X\}$ for $i = k+1,I$.

The canonical expansion for such a sequence is of the form

$$X'(i) = M[X'(i)] + \sum_{\nu=1}^{I} \sum_{j=1}^{N} U_{\nu}^{(j)} \gamma_{\nu}^{(j)} (i), \quad i = 1,I. \quad (26)$$

Random coefficients of the canonical decomposition (26) defined by the following recurrence formulas:

- for observation interval $[t_{1},...,t_{k}]$

$$U_{\nu}^{(j)} = Z_{\nu}^{(j)} (v) - M[Z_{\nu}^{(j)} (v)] - \sum_{\mu=1}^{I} \sum_{j=1}^{N} U_{\mu}^{(j)} \gamma_{\mu}^{(j)} (v) - \sum_{j=1}^{I} U_{\nu}^{(j)} \gamma_{\nu}^{(j)} (v), \quad \nu = 1,k; \quad (27)$$

- for forecasting interval $[t_{k+1},...,t_{I}]$

$$U_{\nu}^{(j)} = X_{\nu}^{(j)} (v) - M[X_{\nu}^{(j)} (v)] - \sum_{\mu=1}^{I} \sum_{j=1}^{N} U_{\mu}^{(j)} \gamma_{\mu}^{(j)} (v) - \sum_{j=1}^{I} U_{\nu}^{(j)} \gamma_{\nu}^{(j)} (v), \quad \nu = k+1,I. \quad (28)$$

Accordingly, the expression for the dispersion of the random coefficients $U_{\nu}^{(j)}, \nu=1,N, \nu = 1,I$ are of the form:

- for observation interval $[t_{1},...,t_{k}]$

$$D_{\nu} (v) = M\left[\left(U_{\nu}^{(j)}\right)^{2}\right] = M\left[Z_{\nu}^{(j)}^{2} (v)\right] - M^{2}[Z^{2} (v)] - \sum_{\mu=1}^{I} \sum_{j=1}^{N} D_{\mu} (v) \gamma_{\mu}^{(j)} (v)^{2} - \sum_{j=1}^{I} D_{\nu} (v) \gamma_{\nu}^{(j)} (v)^{2}, \quad \nu = 1,k; \quad (29)$$
The coordinate functions $h_{ij}(\omega)$ are calculated using the formulas:

- for observation interval $[t_i,...,t_j]$ (function $h_{ij}(i)$ describes the stochastic relationship between the variables $Z^i(\omega)$ and $Z^j(i)$)

$$
D_j(\omega) = M\left[U^{(2)}(\omega)^2\right] - M^2\left[U^2(\omega)\right] - \sum_{\mu=1}^{1+i} \sum_{k=1}^{j} D_j(\mu)(\gamma_{ij}^{(0)}(\omega))^2 - \sum_{j=1}^{1+i} D_j(\omega)(\gamma_{ij}^{(0)}(\omega))^2, \quad \nu = k + 1, I.
$$

(30)

The coordinate functions $\gamma_{ij}^{(0)}(i)$ are calculated using the formulas:

- for observation interval $[t_i,...,t_j]$ (function $\gamma_{ij}^{(0)}(i)$ describes the stochastic relationship between the variables $Z^i(\omega)$ and $Z^j(i)$)

$$
\gamma_{ij}^{(0)}(i) = \frac{1}{D_j(\omega)} \left\{ M\left[Z^i(\omega)Z^j(i)\right] - M\left[Z^i(\omega)\right]M\left[Z^j(i)\right] - \sum_{\mu=1}^{1+i} \sum_{j=1}^{1+j} D_j(\mu)\gamma_{ij}^{(0)}(\omega)\gamma_{ij}^{(0)}(i) - \sum_{j=1}^{1+i} D_j(\omega)\gamma_{ij}^{(0)}(\omega)\gamma_{ij}^{(0)}(i) \right\}, \quad \lambda = 1, k, 1 \leq \nu \leq i \leq j
$$

(31)

- for description in the canonical decomposition of stochastic correlation between intervals $[t_i,...,t_k]$ and $[t_{k+1},...,t_l]$ ($\gamma_{ij}^{(0)}(i)$ describes the relationship between random variables $Z^i(\omega)$ and $X^k(i)$)

$$
\gamma_{ij}^{(0)}(i) = \frac{1}{D_j(\omega)} \left\{ M\left[Z^i(\omega)X^k(i)\right] - M\left[Z^i(\omega)\right]M\left[X^k(i)\right] - \sum_{\mu=1}^{1+i} \sum_{j=1}^{1+j} D_j(\mu)\gamma_{ij}^{(0)}(\omega)\gamma_{ij}^{(0)}(i) - \sum_{j=1}^{1+i} D_j(\omega)\gamma_{ij}^{(0)}(\omega)\gamma_{ij}^{(0)}(i) \right\}, \quad \nu = k, k+1, I;
$$

(32)

- for forecasting interval $[t_{l-1},...,t_l]$ (function $\gamma_{ij}^{(0)}(i)$ describes the stochastic relationship between the variables $X^i(\omega)$ and $X^k(i)$)

$$
\gamma_{ij}^{(0)}(i) = \frac{1}{D_j(\omega)} \left\{ M\left[X^i(\omega)X^k(i)\right] - M\left[X^i(\omega)\right]M\left[X^k(i)\right] - \sum_{\mu=1}^{1+i} \sum_{j=1}^{1+j} D_j(\mu)\gamma_{ij}^{(0)}(\omega)\gamma_{ij}^{(0)}(i) - \sum_{j=1}^{1+i} D_j(\omega)\gamma_{ij}^{(0)}(\omega)\gamma_{ij}^{(0)}(i) \right\}, \quad k \leq \nu \leq i \leq I.
$$

(33)

The necessity of the two expressions (28) and (29) for the determination of the random coefficients of the canonical expansion (27) is explained with the technology of the forming of random sequence $\{X^*\}: \{X^*\} = \{Z^i\}$, $i=1,k$ and $\{X^*\} = \{X\}$, $t_i = k+1,I$. The stated peculiarity also results in the increasing compared to the expansion (1) of the number of formulae for the calculation of the dispersions of the random coefficients (29), (30) and coordinate functions (31),(32),(33).
In the canonical expansion (26) the random sequence \( \{X^I\} \) is presented in the investigated range of points \( t, i = 1, I \) with the help of arrays \( \{U^{(i)}\}, \lambda = 1, N \) of uncorrelated centered random coefficients \( U^{(i)}(t), i = 1, I \) and \( X^I(t), \lambda = 1, N, i = k+1, I \), and coordinate functions \( \gamma_{\lambda h}^{(i)}(t) \), \( h, \lambda = 1, N, \nu, i = 1, I \) describe probabilistic connections of the order \( \lambda + h \) between sections \( t, i \) and \( t, \nu, i = 1, I \).

Let us assume that as a result of measurement in the first point of discretization \( t \) value becomes known (additive mixture of unobserved true value \( x(1) \) and error \( y(1) \)). Measurement \( z(1) \) concretizes random coefficients \( U^{(i)}(t), \lambda = 1, N \) for section \( t \):

\[
u^{(i)}(z) = z^I(1) - M[Z^I(1)] - \sum_{j=1}^{N} u^{(j)}(z) \gamma_{\lambda h}^{(j)}(1), \lambda = 1, N. \tag{34}\]

Substitution of values (34) in canonical expansion (26) and further application of the operation of mathematical expectation allow to write down the expression for the estimation of future values \( x^h(i) \) with the use of a posteriori information \( z^l(1), l = 1, N \) in the following form

\[
m^{(l)z}^{(h)}(h,i) = m^{(l,z)}_{\nu z}^{(i)}(h,i) + (z^l(1) - m^{(l-1)}_{\nu z}^{(l-1)}(1,1)) \gamma_{\lambda h}^{(l)}(i) \tag{35}\]

where \( m^{(l)z}^{(i)}(h,i) \) is optimal (in mean-square sense) estimation of value \( x^h(i) \) provided that for the prognosis values \( z^j(1), j = 1, I \) are used.

Measurement \( z(2) \) leads to the fixation of random coefficients \( u^{(i)}(z), \lambda = 1, N \) for \( t_2 \):

\[
u^{(i)}(z) = z^I(2) - M[Z^I(2)] - \sum_{j=1}^{N} u^{(j)}(z) \gamma_{\lambda h}^{(j)}(2) = \sum_{j=1}^{N} u^{(j)}(z) \gamma_{\lambda h}^{(j)}(2), \lambda = 1, N. \tag{36}\]

Use of the values of random coefficients (36) allows to obtain prognosis algorithm taking into consideration \( z^l(1), z^l(2), l = 1, N \):

\[
m^{(2,l)}_{\nu z}^{(z)}(h,i) = \begin{cases} m^{(2,l-3)}_{\nu z}^{(z)}(h,i) + (z^l(2) - m^{(2,l-3)}_{\nu z}^{(l-3)}(1,2)) \gamma_{\lambda h}^{(l)}(i), l \neq 1; \\ m^{(l,3)}_{\nu z}^{(z)}(h,i) + (z^l(2) - m^{(l,3)}_{\nu z}^{(l,3)}(1,2)) \gamma_{\lambda h}^{(l)}(i), l = 1. \end{cases} \tag{37}\]
For random quantity of measurements \( z(\mu), \mu = \overline{1, I} \) the algorithm of optimal extrapolation takes on form:

\[
M^{(\mu,N)}(h,i) = \begin{cases} 
M\left[ X^h(i) \right], \mu = 0; \\
m^{(\mu-1)}_{i+1}(h,i) + \left( z'(\mu) - m^{(\mu-1)}_{i+1}(l,\mu) \right) r^{(\mu)}_{i+1}(i), l \neq 1; \\
\end{cases}
\]

\[
m^{(\mu,N)}_{i+1}(h,i) + \left( z'(\mu) - m^{(\mu,N)}_{i+1}(l,\mu) \right) r^{(\mu)}_{i+1}(i), l = 1.
\]

(38)

Expression \( m^{(\mu,N)}_{i+1}(h,i) = M\left[ X^h(i) / z'(j), j = \overline{1,\mu-1}, \nu = \overline{1,N}; z'(\mu), h = 1, l = N, \mu = k \) is unbiased optimal estimation \( m^{(\nu,N-1)}_{i+1}(1,i) \) of future value \( x(i), i = k+1,I \) provided that for the calculation of given estimation values \( z'(j), \nu = \overline{1,N}, j = \overline{1,k} \) are used that is the results of the measurements of sequence \( \{X'\} \) in points \( t_j, j = \overline{1,k} \) are known.

In Fig. 1 the diagram is presented that reflects peculiarities of functioning of the method of prognosis (38). Mean-square error of extrapolation with the help of method (39) is determined by the expression:

\[
M\left[ X(i) / z'(j), \nu = \overline{1,N}, j = \overline{1,k} \right] - m^{(\nu,N)}_{i+1}(1,i) \right) \right]^2 = M\left[ X^2(i) \right] - \\
M\left[ X(i) \right] - \sum_{j=1}^{N} \sum_{i=1}^{k} D_j(z'(i)) \gamma^{(\nu,i)}_{j+1}(i), i = k+1,I.
\]

(39)

6 Conclusion

In nowadays, the prognostication of the current state of complex computer systems, especially, for the class of critical applications, is an important and actual problem for providing high functioning reliability of the various control objects and decision-making systems. The proposed approach, based on the mathematical formalization of the parametrical changes of computer systems using nonlinear canonic models of the random sequences, allows to take into account the stochastic properties of investigated computer systems. Exhaustive solutions of the prognostication problems are obtained by authors with the aim of the evaluation of the computer system state and analysis of its further operational capability in the situations with different volume of a priori and a posteriori information or with various levels of information uncertainty. Synthesized prognostication methods as well as assumed, as their basis canonical expansions do not impose any significant limitations on random sequences.
Fig. 1. Diagram of the prognosis of a noise random sequence with the help of extrapolator (38)
of the change of the values of controlled parameters including linearity, stationarity, Markov behavior, monotoneness, etc. Suggested mathematical expressions for the determination of mean-square error of extrapolation allow to make a decision about the choice of the most appropriate method from the totality of the introduced ones for the solution of the prognostication problem of computer system with prescribed accuracy. The specific diagram, presented in the paper, reflects the peculiarities of the synthesized prognostication methods. Proposed methods are fairly simple in computing aspects and may be applied for solving computer system prognostication tasks in real time taking into account that all parameters of the prognostication models can be defined previously.
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1 Introduction

Instrumentation and control systems (ICS) of the critical objects, which perform the safety-relevant functions, are estimated from the functional safety positions. The functional safety depends on the right operation of the electric, electronic and programmable electronic (E/E/PE) systems, integrated with the technological systems...
and equipment safety to reduce the external risk [1]. Functional safety analysis principles are interpreted in [2].

The estimation of the functional safety is a definition of risk level in the field of safety. Its value is the composition of probability of dangerous situations on production and gravity of all consequences which can arise during operation. The estimation of the functional safety for the reactor protection systems (RPS) takes the specific place.

The functional safety estimation models are considered in 6 parts of the IEC-61508 [3] standard in details. This document presents the examples of models: reliability block diagrams, failure trees, Markov and multiphase, Petri nets and Monte-Carlo, the formal languages models. Also, as noted in this standard, the given models are examples for creation of models of real systems only. So, in the papers [4, 5] the models of the functional safety of control systems of nuclear reactors and sensor systems of protection taking into account their constraints and operating conditions are analyzed.

The purpose of this article is the classification and creation of ICS RPS Markov safety models in the mode of normal operation and influence of input parameters of model on a measure value of the functional safety is probed.

The article consists of 7 sections. The actual part is an introduction. The second part represents the analysis of the abnormal protection systems operating conditions in the mode of normal operation. The flowchart of reliability and a complete tree of system failures are constructed on the basis of the carried-out analysis. The third section represents the justifications of the main assumptions allowing using of Markov simulation. The fourth section gives us the signs of classification of Markov models of the functional safety of ICS RPS and also the 6 main models considering the hardware failures are selected here. The fifth section presents the Markov graphs and the description of three models: MSaf1, MSaf2 and MSaf6. The sixth section gives the justification of models input parameters values and the ranges of their change.

The last section presents the simulation results of Markov’s models.

2 The analysis of reactor protection system operating conditions in the mode of normal operation

The analysis of the abnormal protection system functional safety is mandatory in case of design of the unit. The RPS of the reactor is one of the most important security arrangements and safety of reactor installation in general in many respects depends on its reliability.

The Abnormal Protection Systems can be realized on the basis of platforms with using of the Field Programmable Gates Arrays (FPGA). The main attention in such platforms shall be paid to self-diagnosing for determination of dangerous and safe system failures.

We will consider the operation of ICS which is part of RPS in the mode of normal operation. Normal operation (normal operation) is understood as operation in the set operational limits and conditions. ICS turns on three independent hardware channels,
each of which is diagnosed on existence of dangerous failures by the diagnostic system. The considered system functions in the mode with low frequency of requests to safety features. Respectively, for an assessment of the functional safety it is necessary to use Average Probability of Failures on Demand (PFD_{avg}) for each of the safety function.

The reliability block diagram of ICS RPS considering the majority voting component and diagnostic system is shown on Fig.1. This work presents the one-version part of ICS which operates in the mode of normal operation is considered (in emergency case two such ICS parts are involved, and each has the separate software version).

![Reliability Block Diagram](image)

**Fig. 1.** The reliability block diagram of ICS RPS in the normal operation mode

The analysis of failures is made by the methods of collection and research of information on system failures in general, or elements of system. The majority of methods are based on carrying out inquiries of experts, application of numerical methods, the pilot studies, methods of probability theory and mathematical statistics [6].

The RPS failure tree creation and, as a result, Markov model of the system states can be result of such analysis.

Fig.2 shows the ICS tree of failures and at the same time the graphic notation (+, –, ×, *, #) for display of corresponding states is used:

- (+) – up state of hardware channel;
- (*) – up state of software;
- (–) – reveal of the dangerous failure in hardware channel revealed by the diagnostic system (the detected dangerous failure);
- (×) – reveal of a dangerous failure in hardware channel, undetected by the diagnostic system (the undetected dangerous failure);
- (#) – reveal of a software failure, a software failure is considered as a failure for the general reason.

Note: as in this system repair is made at once after reveal of an explicit failure, the repair state isn't considered, and return to run state with a repairing rate $\mu$ is modeled.
For display of change of states (transitions in between) the following notation is used:
- the solid line shows the transitions which will happen in system aren’t dependent on operation modes of its elements;
- the dotted line shows the possible transitions which existence depends on a specific operation mode of elements of system.

Fig. 2. The general failure tree of ICS RPS in the normal operation mode

Not all states, which are shown on the Fig. 2, are admissible for the specific mode of functioning of the ICS elements and restrictions accepted in case of creation of model of estimation of the functional safety.
3 Main assumptions of instrumentation and control systems markov models

The ICS is characterized by the parameter of diagnostic coverage (DC). Unlike the models provided in [3,5] in the considered the diagnostic system is executed continuously (not periodically) and the revealed failures are eliminated immediately after detection. The remaining assumptions in case of model creation are the following:

- the failure and repair events of the hardware channels make the elementary flows (stationary, ordinary and without aftereffect), with constant parameters $\lambda$ (failure rate) and $\mu$ (repair rate);
- the identical hardware channels with identical failures rate are used in the system;
- the majority device and the diagnostic system failure rate are scornfully small;
- in this model only the dangerous ICS hardware channels failures, those failure rate is calculated as $\lambda_D = 0.5*\lambda$ [3] is considered;
- the common cause failure rate is scornfully small, so it is not considered in this model [2];
- when diagnosing, the part of the dangerous failures is revealed, consequently, the rate of the found dangerous failures is $\lambda_{DD} = \lambda_D * DC$, and the rate of undetected dangerous failures is $\lambda_{DU} = \lambda_D * (1–DC)$;

The software failures are not within the scope of this work.

4 ICS RPS functional safety Markov models classification features

Work [3] presents the typical models of systems with diagnosing of dangerous failures and majority vote system. The programmed logic-based implementation of ICS RPS allows using the additional functions and operation modes of the diagnostic system and majority device.

The list of ICS function enhanced modes and the appropriate classification features are shown in Table 1.

<table>
<thead>
<tr>
<th>#</th>
<th>Classification feature</th>
<th>Feature meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Majority voting component response on the reveal of the hardware undetected failures</td>
<td>1.0 – single majority device (without response) 1.1 – majority device with the undetected failure channel switching-off function 1.2 – majority device with the function of the enhanced diagnostics in the case of the unidentified failure</td>
</tr>
<tr>
<td>2</td>
<td>Undetected failures countermeasure (warfare) methods</td>
<td>2.0 – without response 2.1 – with «migration» of the undetected failure in detected 2.2 – with the enhanced undetected failures diagnostics</td>
</tr>
<tr>
<td>3</td>
<td>Software failure response</td>
<td>3.1 – without software failure repair 3.2 – with software failure repair</td>
</tr>
</tbody>
</table>
From the 18 possible classification features combinations the 12 is permissible. The half of 12 permissible combinations has such feature as the software failures repair, which upsets the condition of markov property in the construction of models [7]. Therefore, the set of markov models according to the proposed classification features will be the following:

\[ M = \{ MSaf1, MSaf2, MSaf3, MSaf4, MSaf5, MSaf6 \}, \]

where

- **MSaf1** = \{1.0 \cup 2.0 \cup 3.1\} is a typical model with the single majority device, in which the failures, undetected by the diagnostic system, are collected;
- **MSaf2** = \{1.0 \cup 2.1 \cup 3.1\} is a model of the system with the single majority device, in which the hardware channels do not switch off after the reveal of the undetected failure, and the reveal of the detected failure is possible in them (in this paper it is called as the «migration» of the undetected failure in detected);
- **MSaf3** = \{1.0 \cup 2.2 \cup 3.1\} is a model of the system with the single majority device, in which the enhanced diagnostic of the failures, undetected by the diagnostic system is carried out periodically;
- **MSaf4** = \{1.1 \cup 2.0 \cup 3.1\} is a model of the system with the majority device, which switches off the hardware channel, if there is a mismatch with other channels, which are regarded as intact by the diagnostic system;
- **MSaf5** = \{1.1 \cup 2.2 \cup 3.1\} is a model of the system with the majority device, which switches off the hardware channel, if there is a mismatch with other channels, which are regarded as intact by the diagnostic system; also in the ICS the enhanced diagnostic of the failures, undetected by the diagnostic system is carried out periodically;
- **MSaf6** = \{1.2 \cup 2.2 \cup 3.1\} – is a model of the system with the majority device, which initiates the hardware channels enhanced diagnostic in the case of the mismatch, and the diagnostic system acknowledges them as intent.

To lower the dimensionality this paper represents the approach to division on the models of hardware and software features, which is used in work [8]. The software models are not within the scope of this work, they are described in [7, 8]. Further, three ICS RPS function safety estimation Markov models, taking into account the hardware dangerous failures will be considered.

5 ICS RPS functional safety markov models

5.1 ICS RPS functional safety model with the single majority device without the responses on the diagnostic system non-identified failures (MSaf1)

The marked graph (digraph) of the model of ICS operation in the conditions of dangerous failures reveal is shown on Fig.3. This graph is constructed on the classical approach, which is described in [3] and contains the absorbing state \( S_8 \) with
undetected dangerous failures. The output from a state of an undetected dangerous failure without carrying out additional actions isn't provided in the classical model.

Proceeding from the functioning of the diagnostic system and majority device logic, contains:

a) Operational states (up states): $S_0$ (all channels are operational), $S_1$ (in one of channels the dangerous failure appears and is found) and $S_3$ (in one of channels the dangerous failure appears, but isn't found);

b) non-operation states (down states): $S_2$ (in two channels dangerous failures appear and are found), $S_4$ (in one of channels the dangerous failure appears and is found, in another - it appears, but isn't found) and $S_5$ (in two channels dangerous failures appear and are found, in the third channel it appears, but isn't found);

c) states with undetected dangerous failures which majority device is incapable to parry an organ: $S_6$ (in two channels the dangerous failures appear but aren't found), $S_7$ (in one of channels the dangerous failure appears and is found, in two channels the dangerous failures appear, but aren't found), $S_8$ (in three channels the dangerous failures appear, but aren't found).

After detection of a dangerous failure reveal, the non-serviceable channel is disconnected and recovered with intensity $\mu_p$, it is modeled by the appropriate transitions of $S_1 \rightarrow S_0$, $S_2 \rightarrow S_1$, $S_4 \rightarrow S_3$, $S_5 \rightarrow S_4$, $S_7 \rightarrow S_6$. The safety function $PFD_{avg}$ is defined as:

$$PFD_{avg} = 1 - P_0(t) - P_1(t) - P_3(t).$$ (1)
5.2 ICS RPS functional safety model with the single majority device without the "migration" of the failures, undetected by the diagnostic system (MSaf2)

The practice of use of the considered systems [4] shows that the hardware channel with the shown undetected dangerous failures continues to be used. In the course of its use the reveal of other defects which can be detected by the diagnostic system is probable. Respectively, the ICS, after the reveal of an undetected dangerous failure and the subsequent reveal of new failures (the found dangerous failure) can pass into the channel repair state.

Fig. 4. The marked graph of the ICS RPS operation model without absorbing states (MSaf2)

At the same time, the complete diagnostics of the channel with elimination of all (found and undetected) defects is carried out during the recovery operations.

Also it effects on the duration of reveal duration, and respectively \( \mu_{PD}=1/(MRT+TD) < \mu_P \). Here MRT (Mean Time to Repair) is the average duration of repair of one ICS channel, TD is an extra time of diagnosing of undetected failures. The marked graph of such model is provided on Fig.4.

The repeated reveal of the found dangerous failures on the graph is illustrated with transitions of \( S_8 \rightarrow S_7, S_7 \rightarrow S_6, S_6 \rightarrow S_5, S_4 \rightarrow S_2 \). Thus, a graph on Fig.4 doesn't contain the absorbing states.

The safety function \( PFD_{avg} \) is defined on (1), also, as well as in the MSaf1 model.
5.3 ICS RPS functional safety model with the majority device, initiating the enhanced diagnostic of the undetected failures (MSaf6)

The marked graph of such model is provided on Fig.5. The system is initially in operation (all three channels are in operation). In a case of the identified failures reveal the system alternatively passes into states of $S_1$ and $S_2$, with a possibility of resetting after repair.

![Fig. 5. The marked graph of the model of ICS RPS operation with the enhanced diagnostics on the majority device signal (MSaf6)](image)

In the case of first undetected failure reveal the system passes into $S_3$ state. Further the majority device informs about the discrepancy of channels operation results, but it is unknown, in what channel is a failure, so the system channels are alternatively passing the enhanced diagnostics with a covering DC2. As a result, the undetected failure either reveals (transition to $S_1$ state) or does not reveal and the system channels are alternatively passing the enhanced diagnostics with a covering DC2. As a result, the undetected failure either reveals (transition to $S_1$ state) or does not reveal and the system passes into $S_4$ state. The duration of the enhanced diagnostics of one channel is equal $T_{PD}$, thus to check the three channels the transition with intensity $\mu_{PD} = 1/3T_{PD}$ is initiated.

As the initiation of the reinforced diagnostics happens practically right after detection of a discrepancy a majority organ, the state of $S_3$ is "assembly". It integrates the states of the hidden failure reveal and the beginning of carrying out the reinforced diagnostics. And unlike the previous models, the state of $S_3$ is non-serviceable (in it the reinforced diagnostics is carried out).

If it wasn't succeeded to find the hidden failure, the system passes into $S_4$ state (it is operable), from which two transitions are possible: reveal of one more hidden failure (transition to $S_8$ state), or reveal of the found failure – transition in state $S_5$.

The $S_5$ state is characterized by the fact that the system knows about the found failure of one of channels, but the majority organ informs about an undetected failure in one of two remained channels. The enhanced diagnostics of these channels, as a
result of which the failure can be found (transition to S₂ state), is launched, or if it is undetected the transition to S₆ state is made.

Similarly the combination of states of S₈ and S₉ is explained.

As in the course of the reinforced diagnostics reveal as found, and undetected failures is possible, reveal of the found failures is modeled by transitions of S₁→S₄, S₄→S₅, S₅→S₇, S₆→S₉, S₉→S₁₀, S₁₀→S₁₆; reveal of undetected failures is modeled by transitions of S₄→S₆, S₆→S₁₀, S₉→S₁₁.

Thus, the states of S₁₀ and S₁₁ are most dangerous, as it is impossible to find failures in them neither with the system of diagnostics, nor in a majority organ. An additional periodic prevention of the hidden failures for their detection is necessary.

The safety function PFDavg is defined as:

\[
PFD_{avg} = 1 - P_0(t) - P_1(t) - P_4(t). \tag{2}
\]

6 Discussion on definition of input parameters values

The values of input parameters were defined as a matter of experience practical operation of the considered class of systems, and also proceeding from the recommendations explained in [3].

As it is required to provide a measure value of the functional safety at the SIL3 level, that is \( PFD_{avg} \in [1e^{-4}...1e^{-3}] \), it is necessary to conduct additional researches of models for the purpose of selection of values of input parameters. Values of input parameters concerning which researches are conducted are considered as basic and are shown in a Table 2.

Table 2. ICS RPS functional safety models input parameters base values

<table>
<thead>
<tr>
<th>#</th>
<th>Name</th>
<th>Base value</th>
<th>Variation range</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \lambda₀ = 0.5 ) *λ</td>
<td>2.5e-5</td>
<td>([0.05 \ldots 5]) *1e-5</td>
<td>1/hour</td>
</tr>
<tr>
<td>2</td>
<td>( \lambda₀ = \lambda₀ ) *DC</td>
<td>2.25e-5</td>
<td>1/hour</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>( \lambda₀ = \lambda₀ ) *(1–DC)</td>
<td>2.5e-6</td>
<td>1/hour</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>( \mu = 1/MRT )</td>
<td>1/8</td>
<td>1/hour</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>( \mu = 1/(MRT+TD) )</td>
<td>1/(8+4)</td>
<td>1/hour</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>DC</td>
<td>0.9 (for MSaf1, MSaf2)</td>
<td>([0.01\ldots1])</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>( \mu = 1/(MRT+TD) )</td>
<td>0.5 (for MSaf6)</td>
<td>1/hour</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>DC = 1/(1–DC)/10</td>
<td>0.95</td>
<td>([0.95\ldots1])</td>
<td></td>
</tr>
</tbody>
</table>

Also the Table 2 demonstrates the options of input parameters \( \lambda₀ \) and DC change, and also DC2 for the research of their influence on an function of the functional safety.
7 ICS RPS safety markov models research

To determine the resultant function $PFD_{avg}$ for each graphs, given on Fig.3 – Fig.5, the differential equation system of Kolmogorov-Chapman was generated. Differential equation system solve was executed in the Matlab system by means of the ode15s method for time slot $[0 \ldots 500000]$ hours. The results of this modeling are given in Fig.6.

Fig.6 shows that the existence of the absorbing states in the MSaf1 model underlies the continuous growth of function $PFD_{avg}$ to one. On the other hand, the MSaf2 model without the absorbing states illustrates the asymptotic convergence of the functional safety function to stationary of $PFD_{avg}$ value = 0.028 through 16000 working hours. At the same time the SIL3 requirements are provided on time slot till 7200 operation hours (10 operation months) for the MSaf1 model; and on time slot till 8000 operation hours for the MSaf2 model.

At the basic parameter values from the Table 2, the SIL3 requirements in the MSaf6 model aren’t satisfied. It is required to define the values of input parameters for this model, in case of which the $PFD_{avg} < 1e^{-3}$ condition will be satisfied.

Fig.7 demonstrates in three-dimensional representation the dependence of the functional safety $PFD_{avg}(t)$ on values of input parameter $DC \in [0\ldots1]$ for the MSaf1 and MSaf2 models.

Analyzing the diagrams, it is possible to mark that in the absence of dangerous failures diagnostics ($DC = 0$), the both models show the identical behavior of the $PFD_{avg}(t)$ function (diagrams match). In the case of detection of all dangerous failures ($DC=1$) both models show the identical behavior of the $PFD_{avg}(t)$ function, such as the asymptotic convergence to the settled value.

The dynamics of $PFD_{avg}(t)$ functional safety function change shows that value of input parameter of spanning by diagnostics of $DC$ influences duration of the temporal period of execution by system of requirements of SIL3. The diagram of the three-dimensional figure projection to the plane $[t, DC]$ on the level $PFD_{avg} = 1e^{-3}$ (Fig.8) demonstrates such influence $[t, DC]$ in more details. For the best visualization of a graphics are shown in different scales concerning an axis $DC$. For the MSaf6 model in
case of DC=0.64 value execution of requirements of SIL3 on all temporal interval of research is provided.

Fig. 7. Function $PFD_{avg}(t)$ behavior dependence on the input parameter DC (diagnostic coverage) for MSaf1 (a) and MSaf2 (b)

Fig. 8. Projections of function $PFD_{avg}$ on the plane $[t,DC]$ on level $PFD_{avg}=1e-3$ on a scale $t \in [0...10000]$ hours (a) and $t \in [4000...10000]$ hours (b)

Fig.9 represents in three-dimensional representation the functional safety $PFD_{avg}(t)$ dependence on the dangerous failures rate value $\lambda_D$ for the MSaf1 and MSaf2 models.

At first sight, the MSaf2 model (without the absorbing states) illustrates the best result as an function $PFD_{avg}(t)$ in it aims to the settled $PFD_{avg}$ value = 0.028 (value is caused by a stable combination of parameters DC = 0.9 and $\mu_{PD} = 0.0833$).

Model MSaf1 illustrates the convergence of function $PFD_{avg}(t)$ to 1. And than more the dangerous failures rate is, the approximation of $PFD_{avg}(t)$ function to the steady-state mean is faster.

However, if we look at the projection of three-dimensional figures on Fig.9 to the plane $[t,\lambda_D]$ on the upper cutoff of requirements of SIL-3, then the difference between results of simulation of MSaf1 and MSaf2 doesn't exceed $\Delta t=100$ hours in case of $\lambda_D=1e-4$ 1/hour (Fig.10).
For the MSaf6 model for basic values of input parameters (in particular DC=0.5) the requirements of SIL3 are fulfilled in case of $\lambda_D < 1 \times 10^{-5}$ 1/hr.

# 8 Conclusions

The analysis of ICS functional safety simulation received results showed that:

a) in case of the accounting of secondary manifestation of dangerous failures and detections their diagnostic system (model MSaf2) for base-line values of input parameters reaches the settled $PFD_{avg}$ value = 0.028 that isn't enough for safety arrangements of the SIL3 level;

b) in case of value of dangerous failures rate $\lambda_D = 2.5 \times 10^{-5}$ (1/hour) the considered system meets requirements of SIL3 during the first 8000 operation hours; for
extension of this period till 10000 hours it is necessary to increase spanning by
diagnostics to the DC=0.92 level (models MSaf1 and MSaf2);
c) if it is impossible to increase the spanning by diagnostics, then it is necessary to
reduce failure density of each channel to $\lambda = 2*\lambda_D = 4e-5$ 1/hour for the extension of
the temporal period of SIL3 requirements support till 10000 hours (models MSaf1 and
MSaf2);
d) for the system with majority device which initiates additional diagnostics of the
hardware channels (model MSaf6) a sufficient condition of support of requirements of
SIL3 is the spanning by diagnostics DC>0.65.
The developed Matlab-programs which can be used in engineering practice are a
subject of practical interest.
The essential lack of the developed models is the absence of taking note of
software failures in ICS channels. The accounting of manifestation of software
defects and their elimination during rescue and recovery operations as it is described
in [8], is the direction of further researches and improvement of the developed
models. Also, further researches and improvement of the developed models is to
analyze software features and interactions with hardware failures in instrumentation
and control system channels.
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Abstract. Paper is devoted to a design FPGA problem regarding increase in trustworthiness of the results calculated in digital components of computer systems. The modern CAD solves this problem by implementation of significant hardware redundancy in fault tolerant decisions. The method for increase in trustworthiness of the results calculated on FPGA with the LUT-oriented architecture is offered. This method is directed to improving of the ready project without change of its hardware decision. The method generates 16 versions in programming of LUT memory and suggests selecting the best version by the given criterion. The method is shown on the example of masking of short circuit between LUT inputs. The method allows selecting the decision taking into account risk-value of bits in LUT memory.
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1 Introduction

We offer a method for improving of FPGA projects in view of ample opportunities and the perspective directions in design of computer systems and their components on FPGA. External manifestations of these two aspects are watched in a gain of the market in the field of the design of systems for digital processing of signal and images, accelerators, reconfigurable systems and safety-related instrumentation and control systems [1 – 4].

The internal reasons of successful development of FPGA design can be considered by means of resource-based approach which analysis process of integration of the artificial world created by the human into the natural world (NW). It allows not only to explain history of the computer world which repeats in development the NW during a short time but also to offer new methods based on systematization in features and perspectives of further development [5].
Integration process consists in the solution of challenges of the NW, including problems of the computer world. The solution is based on achievement of throughput (for execution of all amount of works for limited time), of result trustworthiness and on attachment of resources: models, methods and means.

The models are human understandings of the NW and its components. Methods serve for conversion and an assessment of resources. Models and methods form an informational part of the resources but means (materials and tools) belong to the technological one. Resources develop from simple to real by structuring under features of the NW. Simple forms are exact and sequential according to initial opportunities and understandings of the human. Real resources reflect features of the NW [6].

Development of computer resources most brightly showed two such features: parallelism and fuzziness [7, 8]. In the resource development occurring under these features, the resource-based approach identifies a number of levels: replication, diversification and autonomy. In the hierarchy they occupy the low, L, the middle, M and the high, H levels, respectively. Each preceding level serves for the next one. In all the levels, from L to H, the goal is surviving, i.e. integration into the NW. It is provided by different methods: increasing throughput, trustworthiness of results and access to resources (self-sufficiency), respectively [9].

The LUT-oriented architecture of FPGA projects has the high level of fuzziness in the form of natural redundancy in the organization and functionality. We offer a method which shows opportunities to use this redundancy for development of a CAD in the modes of FPGA-project optimization for improving of result trustworthiness.

The method allows replicate different versions of the LUT program code for the ready FPGA project with the subsequent choice of the best by the selected criterion. The method is shown on the example of fault masking for the purpose of increase in trustworthiness of the results calculated on FPGA. The problem of FPGA project improvement by criterion of result trustworthiness is defined in section 2. Section 3 describes a model of data transfer between LUT. Versions of LUT programming are generated in section 3. In section 4 the received versions are evaluated from a line item of masking of faults like shorts circuit of adjacent inputs of the LUT. Increase in trustworthiness of the results calculated on FPGA in case of faults like shorts is shown in section 5. Experimental results are considered in section 6. The received results are analyzed in the conclusions.

2 Problem Definition

All levels of resource development are represented in FPGA design. The matrix and pipeline types of parallelism corresponding to levels of replication and diversification are supported by arrays of the configurable blocks and the structure of a logical element as section of the pipeline containing the LUT and the register [10].

Matrix parallelism restricts possibilities in paralleling of computations by data dependency when high orders of numbers will be processed after low orders, and by control dependency with waiting for computation of conditions in branching of an algorithm. Pipeline parallelism removes data dependency processing at the same time both high and low orders in different sections of the pipeline [11].
A method of results preparation belongs to the high level of autonomy. This method is free from both restrictions, calculating a set of possible results, not waiting for receiving all operands [12].

All the libraries, including software and library of IP cores used in CAD are built by the method of result preparing. All of the modern design of digital systems and their components are also based on the method of result preparing. For example, the FPGA chips are preparations for a lot of projects, and the chip programmed for a specific project contains the prepared results in the tables stored in the LUT (Look-Up Table) memory [13].

Mainly due to the preparation of the results, FPGA projects receive features, allowing provide high level a number of characteristics: capacity of calculations and the trustworthiness of their results, versatility in functionality, efficiency of design, manufacturability and flexibility [14].

However, the modern CAD is oriented first of all on matrix parallelism. The FPGA chips contain sets of the prepared iterative array multipliers and the prepared circuits of look-ahead carry for design of digital units with matrix parallelism [15].

As a rule, the CAD supports the optimization modes in energy consumption and throughput, ignoring requirements for the result trustworthiness important for the safe computer systems including autonomous systems relating to levels of diversification and autonomy [16, 17]. Opportunities of such systems completely are defined at design stage, for example, onboard equipment of space crafts for distant flights, the pacemakers implanted in a body of the person.

Possibilities of FPGA design associated with natural redundancy of the LUT-oriented architecture allow improve significantly projects by a method of versions which repeats development of the NW by means of mutations. This method provides replication of the ready decision with deviations, admissible from it, in any parameters with the subsequent choice of decision which is the best by the main criterion. The choice of the decision can be executed with use of analytical estimates or simulation [12].

Use of the method of versions completely comes true within the principle of ALARA (As Low As Reasonability Applicable/Practicable), when there is no alternative of improving of the main characteristics of the decision directed to the greatest possible lowering of risk at the expense of really available limited resources [18].

Thus, the problem, motivation of its decision and resources necessary for this purpose are as follows:

1. As a rule, the modern CAD doesn't support the modes of project optimization in trustworthiness of results.
2. Increase of result trustworthiness is an important condition of maintenance in the functional safety of computer systems in areas of critical application and is traditionally provided with use of fault-tolerant decisions with significant hardware redundancy.
3. FPGA projects have the high level of fuzziness which allows to use effectively the method of versions for increase of result trustworthiness on the basis of natural redundancy of the LUT-oriented architecture without extra hardware.

We offer the method using natural redundancy to replicate different versions of the program LUT code for the given hardware implementation of the FPGA project. Replication is executed with changes, unessential for project parameters. The choice of the version is carried out in the most important parameter.
The method is shown on the example of the best masking of typical faults of the digital circuits for the purpose of the greatest increase of trustworthiness in results of the computation executed on FPGA.

3 The Model of Data Transfer between LUT

We can consider the LUT-oriented architecture on the example of Cyclone FPGA Family Data Sheet of Altera Corporation. Cyclone structure contains arrays of logic elements. Each logic element consists of a four-input LUT and programmable register. The LUT is a function generator that can implement any function of four variables \( A, B, C \) and \( D \). Inputs of the LUT are called as well as variables [19].

We offer model of data transfer between LUT which allows change a program code for LUT without changing the hardware structure of FPGA-project. The program code can be diversely replicated with use of two versions in programming of ordered pair of the LUT units connected among themselves. The output of the first of them is connected directly or via the programmable register (or other elements with implementation of a self-dual function) to an input of the second LUT. Two versions of programming which differ from each other in direct or inverse value of the bit transferred from the first LUT to the second one are shown in Fig. 1.

![Fig. 1. Two versions of LUT units programming: a – transfer of a direct value of \( X \); b – transfer of an inverse value of \( X \)](image_url)
The first LUT 1 and second LUT 2 generate functions \( X = D \land B \) and \( Y = (A \land B) \oplus (C \land D) \), respectively. The functions are described by tables which rows and columns are determined by values of 2-bit codes \( DC \) and \( BA \), respectively. These codes are made of the \( A, B, C, D \) variables. Connection between units transfers value \( X \) from an output of the LUT 1 to the \( D \) input of the LUT 2 (Fig. 1, a).

The second version in programming of units can be executed by transmission of inverse value \( \neg X \) between them (Fig. 1, b). In this case, all bits of the LUT 1 will be inverted. For saving value \( Y \), i.e. for compensating of inverse value \( X \), the table of the LUT 2 changes mutual position of values "0" and "1". In case of inverse value of the variable \( D \), positions of two top rows and two bottom ones are interchanged.

4 Versions in Programming of the LUT Units

Direct and inverse values of the variables \( A, B, C, D \) generate 16 different versions in programming of the LUT 2. All of them are shown in Fig. 2.

![Table](attachment:image.png)

Fig. 2. Versions in programming of the LUT 2

All versions can be received on condition of connection of all four inputs of the LUT 2 to outputs of four units as LUT 1.
The FPGA-project containing \( n \) pair of LUT can be replicated into a set of \( 2^n \) decisions which save uniform hardware structure and differ in a program code. For example, the 10 pair of LUT provides 1024 versions of the project. These versions can significantly differ in a number of parameters, including trustworthiness of the calculated results.

5 Increase in Trustworthiness of the Results Calculated on FPGA

The offered method can be shown on the example of increase in trustworthiness of the results calculated on FPGA in case of faults like shorts between adjacent inputs of the LUT [20]. Tables for LUT 2 in cases of the correct functioning and short circuit \( A \leftrightarrow B, B \leftrightarrow C, C \leftrightarrow D \) between inputs \( A, B, C, \) and \( D \) are shown in Fig. 3.

![Tables for LUT 2](image)

Fig. 3. Tables for cases of the correct and faulty functioning of the LUT 2: a – the initial programming of the LUT; b – programming of the LUT with inverse values of inputs

Short circuit of two inputs distorts their values "01" and "10", substituting with them by "00" value. It leads to substitution of eight bits determined in the table by "01" and "10" values with four bits addressed on "00" value. Comparing of tables for cases of the correct and faulty functioning of the LUT 2 allows detect the erroneous bits highlighted in the color.

The first row of tables is shown for the initial programming of the LUT 2 (Fig. 3, a). Short circuit \( A \leftrightarrow B \) determines 8 erroneous bits in two internal columns of the table. Short circuit \( B \leftrightarrow C \) is shown in four erroneous bits. Short circuit \( C \leftrightarrow D \) determines 8 erroneous bits in two internal rows of the table. The total quantity of erroneous bits is equal 20. It makes 42% of total quantity of bits in memory of LUT.

The second row of tables is shown for the programming of the LUT 2 with inverse values of inputs \( A, B, C \) and \( D \) (Fig. 3, b). Short circuits \( A \leftrightarrow B \) and \( C \leftrightarrow D \) don't lead to distortion of bits in the table. Short circuit \( B \leftrightarrow C \) is shown in four erroneous bits. The total quantity of erroneous bits is equal 4. It makes 8% of total quantity of bits in
memory of LUT. Thus, conversion of the version with the initial programming of the LUT units reduces the number of erroneous bits by 5 times, i.e. repeatedly improves masking of short circuits and increases trustworthiness of the results calculated on FPGA. This effect is reached without any changes in the hardware implementation of the circuit decision, i.e. after all types of its optimization. The advantage of the offered method is the independent analysis of the LUT pairs that significantly reduces time necessary for a choice of the best version of the FPGA project.

The method is shown for a case of identical risk-values of erroneous bits for obtaining authentic results. But these values can change depending on the frequency of use of the bit and consequences of its distortion. The accounting of these two factors makes a method as risk-oriented. Such development of the method includes two steps. On the first step, the frequency of the appeal to each bit of each LUT should be evaluated. This step can be executed by simulation of operation of the circuit on characteristic input data. The program model of the circuit decision allows to count the number of appeals to each bit of memory and to calculate the frequency of its use. The second step requires expert estimates of consequences for every error.

6 Experimental Results

The experimental verification of the offered method was executed in process of preparation of a lab classes within the project TEMPUS GREenco "Green Computing & Communications" (530270-TEMPUS-1-2012-1-UK-TEMPUS-JPCR) [21].

The program model is developed for the analysis of LUT pairs using Delphi 10 Seattle demo-version [22]. The analysis is made in two modes:

- for a specific case of programming of the LUT 2 in view of the risk-value of each bit for trustworthiness of result;
- for all 216 functions generated in the LUT 2 on condition of identical value of bits in relation to trustworthiness of result.

The main panel of the program with setting of the risk-values of bits in LUT 2 memory for function \( Y \) is shown in Fig. 4.

The program calculates risk for each of 16 versions in programming of the LUT unit according to the given table “R-values of bits” of bit risk-values and sets of the erroneous bits in versions. For example, in case of table “R-values of bits”, the table of risks for 16 versions shows that the risk Risk.cur = 35 of the initial version matches maximum Risk.max = 35 and exceeds the minimum risk Risk.min = 5 by 7 times.

Thus, reprogramming of LUT unit can repeatedly reduce the risks associated with faults in implementation of FPGA projects. Viewing of all functions generated in the LUT 2 unit showed that the average scoring of the best version in comparison with current one and the worst is equal 21% and 53% of the masked errors, respectively.

7 Conclusions

LUT-oriented architecture of FPGA-projects was widely used in various areas of information technologies owing to the high levels of development of its resources:
models, methods and means. At the same time, its opportunities are used not fully, saving reserves for the best application.

![Fig. 4. Panel of the program with setting of the risk-values of LUT memory bits](image)

All levels of resource development are provided to FPGA chips:

- replication in matrix parallelism which is offered for design of digital units with data processing in parallel codes;
- diversification in the pipeline parallelism supported in structure of logical elements or reconfigurable logic blocks;
- autonomy in preparation of results and circuits of their distribution in adding units, in preparation of iterative array multipliers.

However, the matrix parallelism relating to the low level of resource development dominates. For example, preparation of results is used for improving of circuit decisions with matrix parallelism. The modern CAD offers the optimization modes aimed at enhancement of FPGA-projects in parameters of throughput and energy consumption which are important at the level of replication and autonomy, respectively. At the same time, improving of projects in trustworthiness of the results calculated on FPGA isn't executed. However increase of trustworthiness is important for safety-related computer systems including such autonomous systems.

The offered method allows improve ready FPGA-project without change of the reached throughput and energy consumption. The method saves the hardware decision and executes reprogramming of LUT, each of which can have 16 versions of programming. The method is shown on the example of the best masking of short circuit between LUT inputs. Reprogramming of LUT allows reducing quantity of possible errors by 5 times. Development of the method taking into account risk-value of bits in LUT memory can raise this index considerably.
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Abstract. The aim of this study is the development of approach to the assessment of information sufficiency for software quality determination (according to ISO 25010: 2011). The proposed approach to assessment of information sufficiency is based on the comparative analysis of fragments of ontology of the subject domain "Software Engineering" and ontologies, that are developed on the basis of software requirements and system specification of the developed software. The approach provides the improvement the specifications for the presence of measures, that are necessary to the determination of software quality sub characteristics and characteristics. The work of developed approach is illustrated by the assessment of information sufficiency for software quality determination of automated system for large-format photo print.
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1 Introduction

The software quality is basic factor for its successful implementation and exploitation. According to the standards of ISO 25010 [1], ISO 25030 [2] the software quality is the ability of the software to meet the stated and predicted needs when using under certain conditions. This definition differs from the definition of software quality of ISO 9000 [3] mainly because this definition of software quality provides for needs satisfaction, while the definition of ISO 9000 [3] provides for requirements satisfaction. The development of modern software system is user-oriented [4], namely the software quality is the important characteristic in terms of the stakeholders (especially customers). Obviously, even attracting the best experts for the development of technologies and standards of the software systems quality assurance doesn't guarantee sufficient software quality.
The essential and integral feature of modern software systems is their complexity, so the attempts to describe the software objects with abstraction from their complexity lead to the abstraction from their essence. The constant growth of the software functions complexity inevitably leads to the increasing their volume and laboriousness (effort applied) [5]. One of the most important causes of poor quality of large software projects are the increasing the number of components (subsystems) and the interfaces between them, and uncontrolled complexity of software systems, in opinion of the researchers The Standish Group International [6]. Research [6] shows that statistics of success of small, moderate, medium, large and grand software projects is significantly different - Fig. 1.

Analysis of Fig. 1 provides the conclusion that 62% of small projects are successful while both only 6% of large projects and only 2% of grand projects are successful, i.e. small projects are ten times more successful than large and thirty times more successful than grand projects. This conclusion is confirmed by the statistics of software projects, that is presented in [5], on the basis of the function points as the main modern units of software size - Fig. 2.

During the software project, we often can not estimate the share of the informational indeterminacy of the project. Identification of the information, that appears in the process of interaction of "subsystems-interfaces-data-external influences", is especially difficult. Identification of future properties of developed software, that will display this information, is even more difficult task.

The cause of appearance of informational indeterminancy of the project is the low level of knowledge documentation, especially at the system level (Fig. 3 [7]).
Fig. 2. Statistics of success of software projects with size 10, 100, 1000, 10000, 100000 functional points in 2010-2013

Fig. 3. How well system level knowledge is documented

Fig. 4 depicts the situation, characterized by premature design decisions and their documentation, prior to understanding the design. Fig. 4 shows an area, referred to as the “knowledge gap,” that is the result of the low level of knowledge documentation and the root cause of many engineering failures [8]. The size of knowledge gap is not constant for software project – during the lifecycle it can increase and decrease, since new information appears and it should be taken into account. The presented on Fig. 4 viewpoint on the knowledge gap does not quite correspond to reality. We assume that partial consideration of the subject domain information in the software quality models and impact of this information on only finished product lead to increase of the knowledge gap size during the life cycle (new boundaries of knowledge gap are delineated dotted line on Fig. 5), that can be the cause of the software accidents and disasters [9]. For safe software functioning the knowledge gap size is desirable to reduce. This can be done by the consideration of as much subject domain information in the software quality models and standards. Reducing the knowledge gap size will provide the improvement of the software quality.

Given the above, all the available knowledge and information about the software system can be represented as the diagram, which has the sector that reflects the volume of unsufficient (unknown) information (knowledge gap) - Fig. 6. This sector consists of unconsidered subject domain information. The size of this sector is not
determined, because it is unclear what information and how much information is unknown. Sector of the unknown information should be narrow by fully consideration of subject domain information. The smaller size of sector of the unknown information indicates to the higher quality and safer work of software system, i.e. the main task is the reducing the share of unknown information about software system.

Fig. 4. Knowledge gap

Fig. 5. Real size of Knowledge gap

Fig. 6. Field of knowledge about software system with sector of the unknown information
Then the actual task is the assessment of information sufficiency as to software (for example, the possibility of obtaining of trustworthy information on the measures for calculation of the values of the software quality characteristics and subcharacteristics), on the basis of which software quality (by ISO 25010 [1]) is determinated. Incompleteness and inaccuracy of such information lead to fall of veracity of software quality assessments. So the purpose of this study is the development the approach to the assessment of information sufficiency for software quality determination.

2 Ontological Approach to the Assessment of Information Sufficiency for Software Quality Determination

The most used model for software quality assessment is the model ISO 25010 [1]. The idea of this standard is that each of the characteristics is something we can analyse directly at the software product. Model ISO 25010 proposes to assess the software quality as a function of the eight characteristics, each of which is function of several subcharacteristics (total 31 subcharacteristics). But subcharacteristics, in turn, are the functions of several measures. Analysis of [10-13], ISO 9126-2 [14], ISO 9126-3 [15] and revised on their basis ISO 25023 [16] provide the determination the dependence of quality subcharacteristics from the measures (total 203 measures). The basic idea is that the assessment of quality, its characteristics and subcharacteristics should be comprehensively performed, considering all these characteristics, subcharacteristics and measures accordingly.

Some of the measures are part of several quality subcharacteristics. So, if such measures are inaccurate or missing, then simultaneously use of these subcharacteristics in determining the several quality characteristics will significantly affect to the veracity of the software quality estimates. In such situation the condition of the mitigation of influence of these subcharacteristics cross-correlation is the important when using them in the quality models. Such mitigation is performed by identifying the joint measures, improving the accuracy of their values, or, if possible, limiting the simultaneous using of subcharacteristics that containing the same measures.

The information on determining the software quality characteristics and subcharacteristics conveniently presented as semantic networks or other structures, which provide the displaying of the causal relationships between concepts. One of these structures is ontology. The advantages of ontology are the systematic approach to the study of the subject domain, the possibility of the holistic filing of known subject domain information, the identification of the overlaps and gaps in knowledge on the basis of the visualization of missing logical relationships.

Researchers have already used the ontologies in software design. E. Burov proposed methods and tools for development of software systems based on the ontological models [17, 18]. I. Shostak & I. Butenko developed the ontological models and methods of forming the profile during the software certification [19]. L. Babenko proposed the ontological approach to specifying the features of software systems and their components [20]. We use ontologies for assessment of information sufficiency for software quality determination.
For development and visualization of ontologies the large number of software tools, including universal, that provide the work with different subject domains, are today developed: Ontolingua Server, SMART, Protégé, OntoEdit, WebOnto, ODE (Ontological Design Environment), DOE (Differential Ontology Editor), CONE, OntoEditor +. The authors use a free software Protégé 4.2, which provides the work (creation, edition, visualization and comparison) with ontologies of the various subject domains (http://protege.stanford.edu/).

First and foremost, the base ontology of the subject domain "Software Engineering" was developed. In it there is information about the software quality characteristics, subcharacteristics and measures. For development of this ontology the 8 software quality characteristics by ISO 25010 [1] (Functional Suitability, Reliability, Usability, Security, Performance Efficiency, Maintainability, Compatibility, Portability) were used. For determination of the Functional Suitability ISO 25010 proposed 3 subcharacteristics, which in turn are based on 15 measures. For determination of the Reliability ISO 25010 proposed 4 subcharacteristics, which are based on 30 measures. For determination of the Usability ISO 25010 proposed 6 subcharacteristics, which are based on 49 measures. For determination of the Security ISO 25010 proposed 5 subcharacteristics, which are based on 23 measures. For determination of the Performance Efficiency ISO 25010 proposed 3 subcharacteristics, which are based on 26 measures. For determination of the Maintainability ISO 25010 proposed 5 subcharacteristics, which are based on 33 measures. For determination of the Compatibility ISO 25010 proposed 2 subcharacteristics, which are based on 9 measures. For determination of the Portability ISO 25010 proposed 3 subcharacteristics, which are based on 18 measures. The idea of developed base ontology is shown on Fig. 7.

**Fig. 7. Base ontology for subject domain “Software engineering” (part “Software quality”)**

The components of the base ontology are: base ontology for Functional Suitability (Fig. 8), the base ontology for Reliability (Fig. 10), the base ontology for Usability (Fig. 12), the base ontology for Security (Fig. 14), base ontology for Performance Efficiency (Fig. 16), the base ontology for Maintainability (Fig. 18), the base ontology for Compatibility (Fig. 20), the base ontology for Portability (Fig. 22).

The developed base ontology provides the following conclusions: 1) Functional Suitability: subcharacteristics Functional Completeness, Functional Appropriateness have 4 joint measures; Functional Appropriateness, Functional Correctness have 2 joint measures; 2) Reliability: subcharacteristics Maturity, Availability, Recoverability have 1 joint measure; Maturity, Fault Tolerance have 2 joint measures; Fault Tolerance, Recoverability have 1 joint measure; 3) Usability: subcharacteristics Learnability, Operability have 2 joint measures; Appropriateness Recognisability has 1 joint measure with the Learnability, Operability; Operability, User Error Protection have 1 joint measure; Operability, User Interface Aesthetics have 1 joint measure; 4) Security: subcharacteristics Confidentiality, Integrity have 8 joint measures; 5) Performance Efficiency: subcharacteristics Time Behaviour, Resource Utilization
have 2 joint measures; Time Behaviour, Capacity have 1 joint measure; 6) Maintainability: subcharacteristics Modularity, Modifiability have 3 joint measures; Testability has 2 joint measures with Modularity, Modifiability; Modularity, Analysability have 1 joint measure; Analysability, Modifiability have 1 joint measure; 7) Compatibility: subcharacteristics Co-existence, Interoperability have 1 joint measure; 8) Portability: subcharacteristics Adaptability, Replaceability have 2 joint measures; Adaptability, Installability have 1 joint measure.

In addition, there are measures, which are included in the formulas of several subcharacteristics of different characteristics (for example, measure Operation Time is included in subcharacteristics of all 8 quality characteristics). One of the basic properties of the base ontology is precisely the possibility of manifestation of cross-correlation of characteristics and subcharacteristics when using them in quality models. Because the important condition is the mitigation of the cross-correlation of such subcharacteristics when using them in quality models, therefore during assessment of the software quality it is necessary to pay special attention to those measures, which are part of simultaneously several subcharacteristics.

Ontological approach to the assessment of information sufficiency for software quality determination (by ISO 25010:2011 [1]) consists of the next steps: 1) analysis of the software requirements specification for the concrete software project for the presence of measures, that necessary for determining the quality characteristics and subcharacteristics of software project and software; 2) the development of ontology for determining the quality of the concrete software; 3) comparison of the developed ontology with base ontology for software quality determination, components of which are shown on Fig. 8, 10, 12, 14, 16, 18, 20, 22; 4) identification of measures, which are absent in the ontology for determination of the quality of the concrete software; 5) identification of quality characteristics and subcharacteristics, that cannot be calculated on the basis of the existing measures (at the same time should remember about the basic idea of ISO 25010 [1], which says that the quality assessment should be performed comprehensively, considering all quality characteristics; the assessment of quality characteristics also should be performed comprehensively, considering all subcharacteristics; the assessment of quality subcharacteristics, in turn, should be performed comprehensively, considering all measures); 6) the presence of subcharacteristics and characteristics, values of which cannot be determined on the basis of measures, that available in the software requirements specification, indicates the need to complement of this specification by the necessary measures (at this stage adding the necessary information and deleting other relevant information are possible); 7) repeating the steps 2-6 until all quality characteristics and subcharacteristics will be possible to identify or until the conclusion will be formed, that data for software quality determination are insufficient.

3 Experiments: Assessment of Information Sufficiency for Determination of Quality of Software of Automated System for Large-Format Photo Print

During the study the specification of automated system for large-format photo print was analyzed. On the basis of the specification analysis the available measures were
determined, that necessary for determining the quality characteristics and subcharacteristics of software project and software. These measures provides the development of ontology for determination of the quality of this software, consisting of the: ontology for Functional Suitability (Fig. 9), ontology for Reliability (Fig. 11), ontology for Usability (Fig. 13), ontology for Security (Fig. 15), ontology for Performance Efficiency (Fig. 17), ontology for Maintainability (Fig. 19), ontology for Compatibility (Fig. 21), ontology for Portability (Fig. 23) for concrete software project.

The comparison of the developed ontology for software project of automated system with fragments of the base ontology for subject domain "Software engineering" provides to find that in the ontology for project the 4 measures (Number of Functions, Operation Time, Number of Data Items, Number of Test Cases) are missing.

In addition, on the basis of the comparison of the ontology for software project of automated system for large-format photo print with base ontology was found that in the concrete ontology the data for determination of some quality characteristics and sub-characteristics are insufficient due to the absence of the above 4 measures.

Analysis of Fig. 8 and Fig. 9 provides the conclusion that the data for determination of all 3 subcharacteristics of Functional Suitability are insufficient. Therefore, none of subcharacteristics cannot be calculated, so Functional Suitability of software project cannot be determined too, and therefore the quality of the software project cannot be determined.

![Fig. 8. Base ontology for Functional Suitability](image)

Analysis of Fig. 10 and Fig. 11 provides the conclusion that the data for determination of all 4 subcharacteristics of Reliability are insufficient. Therefore, none of subcharacteristics cannot be calculated, so Reliability of software project cannot be determined, and therefore the quality of the software project cannot be determined.
Fig. 9. Ontology for Functional Suitability for automated system for large-format photo print

Fig. 10. Base ontology for Reliability

Analysis of Fig. 12 and Fig. 13 provides the conclusion that the data for determination of 3 from 6 subcharacteristics of Usability are insufficient. Therefore, 3 subcharacteristics cannot be calculated, so Usability of software project cannot be determined, and therefore the quality of the software project cannot be determined.
Fig. 11. Ontology for Reliability for automated system for large-format photo print

Fig. 12. Base ontology for Usability

Analysis of Fig. 14 and Fig. 15 provides the conclusion that the data for determination of 2 from 5 sub characteristics of Security are insufficient. Therefore, 2 sub characteristics cannot be calculated, so Security of software project cannot be determined, and therefore the quality of the software project cannot be determined.
Analysis of Fig. 16 and Fig. 17 provides the conclusion that the data for determination of all 3 sub characteristics of Performance Efficiency are insufficient. Therefore, none of sub characteristics cannot be calculated, so Performance Efficiency of software project cannot be determined, and therefore the quality of the software project cannot be determined.
Fig. 15. Ontology for Security for automated system for large-format photo print

Fig. 16. Base ontology for Performance Efficiency

Analysis of Fig. 18 and Fig. 19 provides the conclusion that the data for determination of 4 from 5 subcharacteristics of Maintainability are insufficient. Therefore, 4 subcharacteristics cannot be calculated, so Maintainability of software project cannot be determined, and therefore the quality of the software project cannot be determined.
Fig. 17. Ontology for Performance Efficiency for automated system for large-format photo print

Fig. 18. Base ontology for Maintainability

Analysis of Fig. 20 and Fig. 21 provides the conclusion that the data for determination of all 2 subcharacteristics of Compatibility are insufficient. Therefore, none of subcharacteristics cannot be calculated, so Compatibility of software project cannot be determined, and therefore the quality of the software project cannot be determined.
Fig. 19. Ontology for Maintainability for automated system for large-format photo print

Analysis of Fig. 22 and Fig. 23 provides the conclusion that the data for determination of 2 from 3 subcharacteristics of Portability are insufficient. Therefore, 2 subcharacteristics cannot be calculated, so Portability of software project cannot be determined, and therefore the quality of the software project cannot be determined.

Fig. 20. Base ontology for Compatibility

Fig. 21. Ontology for Compatibility for automated system for large-format photo print
Then the lack of these measures in software requirements specification led to the impossibility of determination of all quality characteristics and the quality of the project and developed software.

For the concrete software project there are characteristics and sub characteristics, that are impossible to define or possible to insufficient define according to available information in the specification. Because the proposed approach to the assessment of information sufficiency for software quality determination is iterative, then the complement of the software requirements specification was conducted. The measures Number of Functions, Number of Data Items were added, and then the new version of the ontology for determination of the quality of the concrete software was created.

Comparative analysis of the new version of ontology with the base ontology showed that changes have occurred in the determination of Functional Completeness, Capacity, Appropriateness Recognisability, Analyzability, and Replaceability of the concrete software project. But the lack other 2 measures in specification (Operation Time, Number of Test Cases) leaves impossible the determination of all software quality characteristics and the quality of the project and developed software (still insufficient information). The process of complement the specification is iterative. But customer of developed automated system has decided that further complement of the specification is economically inexpedient therefore the conclusion about insufficient data for determination of the software quality was formed.
4 Conclusions

The measures analysis is an effective mean of assessing the software quality upon availability of veracity information for it conduct. One of the factors affecting the veracity of such information is sufficiency of the volumes of information about measures in the SRS. Therefore, solving the task of assessment of sufficiency information about measures in the SRS generally enhances the veracity of software quality assessment.

In the analysis of software quality subcharacteristics (as sources of information) the cross-correlation of these subcharacteristics because they have joint measures. Correlation of subcharacteristics, that displayed by base ontology, should be considered because it can reduce the accuracy and veracity of software quality assessment.

Knowledge of experienced professionals on interference and correlation of software quality subcharacteristics are valuable, so they should be stored and used in assessing the software specifications in terms of information sufficiency for software quality characteristics and subcharacteristics.

For displaying of these knowledge we selected ontologies that became the basis of the approach to the assessment of information sufficiency for software quality determination (according to ISO 25010: 2011).

The proposed ontological approach provides the development of recommendations for improvement of the software specification that illustrated by the example of the assessment of information sufficiency for determination of quality for software of automated system of large-format photo print.
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Abstract. Solving of tasks for Cloud Computing is impossible without maintaining of high availability level of Infrastructure as a Service (IaaS) Cloud. Several large IaaS Cloud providers try to solve this problem by means of increasing number of physical machines (PMs) in multiple pools. However, migrations of available PMs from one pool to another and also repairs, diagnostic instances of failed physical machines are quite complex task for modeling of availability for an IaaS Cloud. In this paper, we show how we can build Semi-Markov availability models with discrete states and how we can use it in order to determine availability level for the IaaS Cloud with three pools.
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1 Introduction

Nowadays Cloud Computing is one of the most widely used services in an enterprise environment. Therefore availability of cloud infrastructures is of paramount importance to improve quality of service (QoS) and development of cloud user’s possibilities. Despite this fact, researchers of cloud infrastructure behavior, including availability and reliability analysis of respective components are still regarded as quite complex scientific direction for different kinds of modeling.

Large Infrastructure as a Service (IaaS) Cloud providers try to use multiple pools of physical machines (PMs) in order to maintain normal operation of cloud’s components on quite a long period of time. However, with a larger number of PMs number of states for stochastic model of an IaaS Cloud also increase; the model ought to in-
clude a large number of parameters while still being tractable [1]. Some famous researchers in order to perform availability analysis of large side clouds had built interacting sub-models, before they started to build monolithic model for an IaaS Cloud [2]. They built interacting sub-models on based Markov models and used stochastic reward nets. At the same time these sub-models were built by them with using of their own software package SHARPE [3]. Earlier in paper [4] authors tried to build a continuous time Markov chain (CTMC) availability model, for an example with two PMs in each pool. Another researcher also proposed the availability model with the failure of PMs, repairing process and employment of cold PMs in case of failure in running machines [5]. In this model PMs in each pool are modeled by a three-dimensional CTMC too. In spite of the fact that various authors used stochastic approach based Markov models to describe behavior of the physical machine pools, they couldn’t get rigorous analytical expressions.

Focus of this paper is to build Semi-Markov availability models for the IaaS Cloud with three pools and different number of PMs in each pool.

2 Statement of the Researches Results

2.1 Metamodel for Availability Analysis of IaaS Cloud

Note that the architecture of an IaaS Cloud is not tied to a real cloud implementation [6]. Suppose that researchers have used a simple cloud infrastructure with certain number of PMs. To reduce power consumption, cooling and infrastructure costs, PMs are grouped into three pools such as: hot, warm and cold pools. Assume that hot pool consists from turned on and running PMs; warm pool contains turned on, although not ready physical machines; cold pool consists from turned off PMs. Moreover this architecture has certain number of virtual machines (VMs), which are deployed on PMs. Deployment of VMs on base PMs allows to reduce power consumption and to maintain enough high performance of the cloud implementation.

In difference from other, proposed concept for maintaining of availability for a cloud infrastructure bases on use of two additional systems, namely Technical State-Control System (TSCS) and Resource Provisioning Decision Engine (RPDE) [7]. Our IaaS Cloud should be used TSCS, which is working in monitoring and diagnostic modes. In this case, these modes as regarded as an organization form of constant control of the significant parameters that the determinate not only the PMs performability, but also affect cloud infrastructure readiness to make effective intended use [8]. It’s obviously, that monitoring and diagnostic sub-systems provide repair facilitated by information which is needed to repair and migration of PMs from one pool to other. As described in [6], RPDE tries to find a PM that can accept the job provisioning.

Figure 1 shows the portions of the taxonomy metamodel for availability analysis of IaaS Cloud. Researchers in order to deal with the complexities of metamodeling should work in the paradigm of four models, such as scalability, performance, flexibility (elasticity), power consumption. Each model ensures the overall metamodel by input parameters, namely initial number of PMs for each pool (scalability model), power consumption for each PM (power consumption model), management metrics
values, search rates (flexibility model) and failure rates, repair rates, migration rates, number of repair facilities (reliability model). In other words output parameters of these models are input parameters for meta model. At the same time values of design and temporal parameters of such models can be experimentally measured. The stages of meta modeling are colorfully shown by this figure. According to the illustrated Fig. 1, we will try to create analytical models with considering states and stochastic changing of all times failures, repairs and migrations of PMs.

![Fig. 1. Taxonomy metamodel for availability analysis of IaaS Cloud](image)

On this basis, we will construct Semi-Markov model for availability analysis of an IaaS Cloud with three pools. Therefore it is proposed to describe various options of interactions of PMs at availability-model level.

### 2.2 Analytical Availability Models for an IaaS Cloud with Three Pools

Let's consider two interesting analytical models of an IaaS Cloud. Fig. 2 shows a Semi-Markov (SM) model for availability analysis of the IaaS Cloud with three pools (hot, warm and cold) and three PMs in each pool.

In our modeling we use the following assumptions and limitations.

- Hot, warm, and cold pools contain identical PMs [9]. If a hot PM fails the failed PM is replaced by available (non-failed) PM from warm or cold pools, respectively.
- We assume that periodic technical state control (CTS) of hot PMs is operated during a time interval, which lasts $\tau_c$.
- To analyze the availability of the IaaS Cloud we also assume that all times to failure of all PMs are exponentially distributed. Typically, mean time to failure (MTTF) of warm PMs ($1/\lambda_w$) is higher than MTTF of hot PMs ($1/\lambda_h$) by a factor
of two to four \cite{7}. At the same time MTTF of cold PMs is a very lower than $1/\lambda_w$. However, for process of SM modeling we will use only MTTF of hot PMs, considering quite high reliability level of warm and cold PMs.

- Moreover in real situations providers haven’t enough time for repair of failed hot PMs, as well as they haven’t enough number of repair facilities. Therefore we also assume that all times to repair are not exponentially distributed. In this occasion we have preferred to use Erlang-$k$ distribution, where $k = 2, 3$ \cite{10}. Parameter $1/\mu$ is mean time to repair (MTTR) of a PM.

- Available PMs can migrate from warm and cold pools to hot pool. We also assume that all times to migration (migration delays) of PMs are exponentially distributed. For modeling we have used mean time to migration (MTTM) of PMs from warm ($1/\gamma_{wh}$) and cold ($1/\gamma_{ch}$) pools to hot pool.

- The migrations of PMs to hot pool are implemented when providers can search non-failed warm or cold PMs with mean time to searches (MTTSS) $1/\delta_w$ and $1/\delta_c$.

- We consider that IaaS Cloud becomes unavailable when the SM model enters the state $S_{15}$.

Suppose that this infrastructure is operated during a time interval $t \in [0, T]$ and at the initial moment $t = 0$ the IaaS Cloud is ready for using (state $S_0$). The transition from state $S_0$ to state $S_f$ occurs at fixed nonrandom time $\tau_c < T$, where parameter $T$ is operation time of IaaS Cloud between two periodic controls of technical state. The state $S_f$ is state of CTS. Note that the periodic CTS includes monitoring and diagnostic operations of hot PMs and conduct by means of using Technical State Control System. If third hot PM is available the SM model returns from state $S_f$ to state $S_0$.

Otherwise when the TSCS detects a failure, model goes to state $S_f$ with rate $\lambda_h$. In state failure of the third hot PM, model tries to search non-failed warm PM (transition from state $S_f$ to state $S_{f_w}$) with rate $\delta_w$ or cold PM (transition from state $S_f$ to state $S_{f_c}$) with rate $\delta_c$. When warm or cold PMs are available, model transforms from state $S_{f_w}$ to state $S_{w}$ or from state $S_{f_c}$ to state $S_{c}$ respectively.

If the warm and cold pools are empty, repair facility tries to recover the failed hot PM, that is model goes from state $S_{f}$ to state $S_{o}$ with repair rate $\mu$. When recovery the third failed PM is impossible, model transforms from state $S_{f}$ to state $S_{f}$ with overall failure rate $3\lambda_h$. It means that next steps of modeling as regards states of $S_{f} - S_{o}$ for second hot PM and states of $S_{10} - S_{12}$ for first hot PM are repeated. Note that in this case we can maintain that transition from state $S_{f}$ to state $S_{10}$ and transition from state $S_{12}$ to state $S_{35}$ are implemented with overall failure rates $2\lambda_u$ and $\lambda_u$ respectively. We also consider that the model will transition from state $S_{12}$ to state $S_{15}$ when the last hot PM fails.
To solve this task in the following we are inclined to use method of transformation of the SM models into embedded Markov chains [10]. For this type of models the transitions of process from state $i$ to state $j$ occur through unit time. Therefore the transitions of this SM process are interpreted as follows. Since CTS performs within fixed deterministic period of time $T$, consequently transition from state $S_0$ to state $S_j$ is given by:

$$Q_{0j}(t)=\begin{cases} 0, t < T, \\ 1, t \geq T. \end{cases}$$

The transition from state $S_j$ to state $S_i$ is then given by:

$$Q_{ij}(t)=\begin{cases} 0, t < \tau_e, \\ 1, t \geq \tau_e. \end{cases}$$

The other similar transitions can be got as follows:

$$Q_{ik}(t)=Q_{k0i}(t)=\begin{cases} 0, t < T, \\ 1, t \geq T. \end{cases}$$

$$Q_{ik}(t)=Q_{110i}(t)=\begin{cases} 0, t < \tau_e, \\ 1, t \geq \tau_e. \end{cases}$$

At the same time, probabilities of sudden failures of hot PMs at random times for transitions from state $S_j$ to state $S_j'$, from state $S_0$ to state $S_i$, and from state $S_i$ to state $S_{i+2}$ are given by:

$$Q_{ij}(t)=Q_{ij}(t)=Q_{1i2}(t)=1-e^{-\lambda t}.$$
Implementations of transitions from state \( S_2 \) to state \( S_5 \), from state \( S_7 \) to state \( S_4 \), from state \( S_{12} \) to state \( S_{10} \) and from state \( S_6 \), from state \( S_{12} \) to state \( S_5 \), from state \( S_{15} \) to state \( S_{10} \), depend from time to repair of the hot PMs. Therefore in these cases, distribution functions of repair time are given by:

\[
Q_{20}(t) = Q_{75}(t) = Q_{1210}(t) = 1 - (1 + \mu t) e^{-\mu t},
\]

\[
Q_{70}(t) = Q_{125}(t) = Q_{1510}(t) = 1 - \left(1 + \mu + \frac{\mu^2}{2}\right) e^{-\mu t}.
\]

For our SM availability model, we assume that distribution functions of search time of non-failed warm and cold PMs respectively are given by:

\[
Q_{23}(t) = Q_{78}(t) = Q_{1213}(t) = t e^{-\delta t},
\]

\[
Q_{24}(t) = Q_{79}(t) = Q_{1214}(t) = t e^{-\delta t}.
\]

Similarly, distribution functions of migration time for warm and cold PMs respectively are given by:

\[
Q_{30}(t) = Q_{35}(t) = Q_{1310}(t) = t e^{-\gamma t},
\]

\[
Q_{36}(t) = Q_{39}(t) = Q_{1410}(t) = t e^{-\gamma t}.
\]

Then steady-state availability \([10]\) of the cloud can be computed as

\[
A = \pi_0 + \pi_3 + \pi_{10},
\]

where \(\pi_0, \pi_3, \pi_{10}\) are steady-state probabilities for states \(S_0, S_3, S_{10}\).

On the other hand, the steady-state availability \(A\) (1) is given by \([11]\):

\[
A = \lim_{t \to \infty} A(t),
\]

where \(A\) ( ) – instantaneous availability of the cloud infrastructure.

In the overall case steady-state probabilities of SM availability model are given by:

\[
\pi_0 = \frac{t_0}{U}, \pi_3 = \beta \frac{t_3}{U}, \pi_{10} = \alpha \frac{t_{10}}{U},
\]

\[
U = t_0 + t_1 + p_{11} (t_2 + p_{23} t_3 + p_{24} t_4) + \beta \left[t_4 + t_6 + p_{67} (t_7 + p_{78} t_8 + p_{79} t_9)\right] + \alpha \left[t_{10} + t_{11}\right] + \epsilon \left[t_{12} + p_{1213} t_{13} + p_{1214} t_{14} + p_{1215} t_{15}\right],
\]

where

\[
\alpha = \frac{p_{67} P_{1210}}{1 - P_{1110} - \xi P_{1112}}, \beta = \frac{p_{12} P_{25}}{1 - p_{1110} - \xi P_{1112} P_{12} - \nu p_{67}},
\]

\[
\xi = P_{1210} + P_{1213} + P_{1214} + P_{1215}, \nu = p_{25} - p_{78} - p_{79}, \epsilon = \alpha \beta p_{1112},
\]

\[
p_{12} = p_{67} = P_{1112} = 1 - e^{-\lambda t} e^.,
\]
Plots depending of steady-state availability $A$ from failure rates $\lambda_h$ of hot PMs and operation time $T$ (repair rates $\mu$ are constant values) are shown in Fig. 3, Fig. 4. The values of steady-state availability $A$ are greatly increased by means of increasing of repair rate $\mu$ and reduction of failure rate $\lambda_h$ of hot PMs, as depicted in Fig. 3 and Fig. 4.
Let’s continue our researches by means of creation more scalable stochastic model for IaaS Cloud. Because with a larger number of PMs in a data center, the overall Cloud service availability increases, leading to lower cost of service downtime [7]. Therefore within a unified methodological approach we will try to create an improved SM availability model of infrastructure with a larger number of PMs.

Additional researches have shown that IaaS Cloud providers wish to increase number of PMs in order to minimize downtime cost and damage business reputation [4], [6], [7]. Perhaps inspired by using stochastic approaches for solution various
serious tasks of determining the optimal PM capacity configuration of IaaS Cloud [6], we have been proposing next SM availability model.

Assume that our infrastructure contains similar three pools with ten PMs in each pool. This SM model for availability analysis of the IaaS Cloud is shown in Fig. 5. Also suppose that all times to failure of PMs are exponentially distributed and Erlang-$k$ distribution, where $k = 2$ is general distribution for all times to repair. In spite of the fact, that both models are SMs models, we have to take into consideration some interesting features of their implementation.

Unlike first SM model, second SM availability model of the IaaS Cloud includes modeling kernel from five states. The states $S_0, S_1, S_2$ for second model (Fig. 5) are the same as the first model (Fig. 2). But the difference between kernels of first model and second model is that states $S_4, S_5$ for first model are states of search of the cold PM, whilst these states for second model are states of failure of the warm PMs. For second model the following group assumptions can take place.

- Model contains hot, warm, and cold pools. Every pool consists of ten identical PMs [9]. If a hot PM fails the failed PM is replaced by available (non-failed) PM from warm or cold pools too.
- Upon failure of the warm PM, the failed PM is replaced by available (non-failed) PM from cold pool.
- We also assume that periodic technical state control (CTS) of hot PMs is operated during a time interval, which lasts $\tau_c$.
- To analyze performance and availability of the IaaS Cloud we also assume that all times to failure of all hot and warm PMs are exponentially distributed.
- We also consider that all times to repair are not exponentially distributed. In this case we have used Erlang-$k$ distribution, where $k = 2,3$ [10]. Parameter $1/\mu$ is mean time to repair (MTTR) of a PM.
- Cloud infrastructure becomes unavailable when the SM model enters the state $S_{50}$.

Therefore the transitions of modeling kernel for second SM model can be written as follows:
\[ Q_{01}(t) = Q_{26}(t) = Q_{2631}(t) = Q_{2632}(t) = Q_{2632}(t) = Q_{2636}(t) = Q_{2636}(t) = \begin{cases} 0, & t < T, \\ 1, & t \geq T. \end{cases} \]

\[ Q_{10}(t) = Q_{45}(t) = Q_{2110}(t) = Q_{2110}(t) = Q_{2126}(t) = Q_{2126}(t) = Q_{2636}(t) = Q_{3136}(t) = Q_{3643}(t) = \begin{cases} 0, & t < \tau, \\ 1, & t \geq \tau. \end{cases} \]

For other functions we can write the following:

\[ Q_{21}(t) = Q_{2112}(t) = Q_{2112}(t) = Q_{2122}(t) = Q_{2628}(t) = Q_{3132}(t) = Q_{3632}(t) = \]
\[ = Q_{4432}(t) = Q_{4647}(t) = 1 - e^{-\lambda t}, \]

\[ Q_{22}(t) = Q_{2113}(t) = Q_{2113}(t) = Q_{2122}(t) = Q_{2628}(t) = Q_{3133}(t) = Q_{3633}(t) = \]
\[ = Q_{4433}(t) = Q_{4648}(t) = 1 - e^{-\lambda t}, \]

\[ Q_{23}(t) = Q_{2114}(t) = Q_{2114}(t) = Q_{2122}(t) = Q_{2628}(t) = Q_{3134}(t) = Q_{3634}(t) = \]
\[ = Q_{4444}(t) = Q_{4649}(t) = 1 - e^{-\lambda t}, \]

\[ Q_{24}(t) = Q_{2230}(t) = Q_{2230}(t) = Q_{2230}(t) = Q_{2723}(t) = Q_{2723}(t) = Q_{3230}(t) = Q_{3735}(t) = \]
\[ = Q_{4240}(t) = Q_{5745}(t) = 1 - e^{-\gamma_0 t}, \]

\[ Q_{25}(t) = Q_{2330}(t) = Q_{2330}(t) = Q_{2330}(t) = Q_{2335}(t) = Q_{2335}(t) = \]
\[ = Q_{4340}(t) = Q_{4843}(t) = 1 - e^{-\gamma_0 t}, \]

\[ Q_{26}(t) = Q_{4433}(t) = Q_{4433}(t) = Q_{2928}(t) = Q_{2928}(t) = Q_{4833}(t) = Q_{4833}(t) = \]
\[ = Q_{4444}(t) = Q_{4940}(t) = 1 - e^{-\varphi t}, \]

\[ Q_{27}(t) = Q_{2210}(t) = Q_{2210}(t) = Q_{2929}(t) = Q_{2929}(t) = Q_{4835}(t) = Q_{4835}(t) = \]
\[ = Q_{4445}(t) = Q_{4945}(t) = 1 - (1 + \mu \lambda t) e^{-\mu t}, \]

\[ Q_{28}(t) = Q_{2530}(t) = Q_{2530}(t) = Q_{3025}(t) = Q_{3025}(t) = Q_{3530}(t) = Q_{3835}(t) = \]
\[ = Q_{4540}(t) = Q_{5043}(t) = 1 - \left(1 + \frac{\mu \lambda + \frac{\mu^2 \lambda^2}{2}}{\mu} \right) e^{-\mu t}, \]

\[ Q_{29}(t) = 1 - e^{-\lambda t}, \]

\[ Q_{30}(t) = 1 - e^{-\varphi t}, \]

\[ Q_{3113}(t) = 1 - e^{-\lambda t}, \]

\[ Q_{3260}(t) = 1 - e^{-\lambda t}, \]

\[ Q_{3212}(t) = 1 - e^{-\lambda t}, \]

\[ Q_{3610}(t) = 1 - e^{-\lambda t}, \]

\[ Q_{3135}(t) = 1 - e^{-\lambda t}, \]

\[ Q_{3640}(t) = 1 - e^{-\lambda t}, \]

\[ Q_{4145}(t) = 1 - e^{-\lambda t}, \]

\[ Q_{4145}(t) = 1 - e^{-\lambda t}, \]

\[ Q_{4145}(t) = 1 - e^{-\lambda t}, \]

\[ Q_{4145}(t) = 1 - e^{-\lambda t}, \]

\[ Q_{4145}(t) = 1 - e^{-\lambda t}, \]
\[ Q_{s_{n,0}}(t) = 1 - e^{-\lambda t}. \]  

(11)

We define the failure rates for \( j = 1, 2, \ldots, n_h \) PMs nodes [9], [10]:

\[ \lambda_j = (n_h - i)\lambda_0, i = 0, 1, \ldots, k \text{ (for } k = n_h - 1), \]

(12)

where \( \lambda_0 \) – basic failure rate value for all PMs.

By replacing the \( \lambda_j \) expression (12) to the \( \lambda_j \) values in the equations (2), (3), ..., (11), we will be finished description of second model.

As can be seen in Fig. 3 and Fig. 4 in case with three PMs in each pool, IaaS Cloud has quite high of availability level. Results of modeling for second SM availability model will get in the near future time. Overall feature for both SM models is identical modeling kernels.

3 Conclusions Statement of the Researches Results

Clearly, proposed stochastic approach based SM models gives opportunity to perform availability analysis of the Cloud Infrastructures with using of different modeling kernels. Thus, the contributions of this paper are the following.

If you wanted to make a deep availability and reliability analysis of the IaaS Cloud, for example, when this infrastructure is one of the most important components of Management System Critical Infrastructure, in particular during the accidents and disasters or other negative events, such as sudden or hidden failures, you would be able to use proposed SMs availability models. An additional advantage of these SMs models is that researches can use rigorous analytical expressions from this paper in order to determine availability and reliability values for the IaaS Cloud. Moreover you can use this stochastic approach in order to choose optimal architectures among the many various Cloud Infrastructures. Several optimization problems, including capacity planning, management of resources of Cloud Infrastructures can be solved using stochastic approach and SM models described in this paper.
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1 Introduction

As has been shown in paper [1], selecting a mathematical representation of an analyzed system is an important step in reliability analysis. Depending on the number of performance levels, two types of models can be recognized. These models are named as Binary-State Systems (BSSs) and Multi-State Systems (MSSs).

A BSS admits only two states in investigation of the system and its components: perfect functioning and complete failure. However, in practice, many systems can go through different performance levels between these two extreme states [1, 2]. A MSS is a mathematical model that is used to describe such systems since it allows defining more than two levels of performance [2, 3, 4].

There are different types of mathematical representations of a system. In reliability engineering, structure function, fault trees, reliability block diagrams, Markov models...
and Petri nets are typically used for the mathematical representation of real systems under study. Historically, mathematical models based on the structure function have been proposed firstly. In this case, a system is modeled as a mapping that assigns system state to all possible combinations of component states. The system performance level is known based on the states of all its components. This interpretation of the structure function supposes the exact definition of all possible states of the system and its components. Therefore, any uncertainty cannot be considered and taken into account. However, this indicates that methods based on the structure function approach have some difficulties in application on real-world problems because, as a rule, data about behavior of such systems are uncertain. Two approaches can be used to solve this problem.

The first of them is development of a new model that takes uncertainties into account [5, 6, 7]. The application of a new mathematical model leads to a development of new mathematical methods for the analysis of this model. The second solution is to use one of the traditional models and develop new methods for construction of the structure function that will take uncertainties of the initial data into account.

Specifics of the uncertainty have to be analyzed before the development of the new method for the structure function construction based on the uncertain data. There are different factors of uncertain data. In our investigation, we will take into account two of them. The first are ambiguity and vagueness of initial data. It means that initial data about the system operation are collected based on (a) measurement that can be inaccurate and with an error or (b) experts that can have different opinions on one situation. Therefore, values of states of the components or system performance level cannot be indicated as exact (integers). Ambiguity and vagueness in a real system have been studied using the probability theory. However, it is worth pointing out that some uncertainties that are not random in nature can play important roles in construction of the structure function [5, 6, 8]. The fuzzy logic makes it possible to define the structure function in a more flexible form for such data than the probabilistic approach. So, non-exact values are the first factor of the uncertainty of initial data, and it can be expressed using fuzzy values.

Secondly, situations in which it is impossible to indicate some values of the system components states or performance level can exist. For example, it can be very expensive, or it needs unacceptable long time. This implies that some information about the system behavior can be absent. Therefore, the data are incomplete.

Based on the previous text, we have a task of construction of exact and completely specified structure function based on uncertain and incomplete data, what is a typical problem of Data Mining [9]. One of the approaches used for solving this problem is application of Fuzzy Decision Trees (FDTs), which are widely used in Data Mining for analysis of uncertain data and decision making in ambiguities [10, 11].

In this paper, we propose a method based on the application of an FDT for construction of the structure function. FDTs allow taking into account uncertainties of two types. The first of them is ambiguity of initial data. This can occur when it is expensive to obtain all data about real system behavior, or there are poorly documented data. This type of uncertainty is covered by fuzzy values in an FDT. It means that initial data can be defined and interpreted with some possibility and might not be
exact. The second type of uncertainty agrees with incompletely specified initial data. As a rule, if the exact values of the actual data about the system behavior cannot be determined, we need to rely on more data to get additional information necessary to correct the used theoretical model [6, 12]. An FDT allows reconstructing these data with different levels of the confidence [10, 11].

This paper is structured as follows. Section 2 discusses the concept of the structure function. The principal steps of the proposed method are considered in sections 3 – 5. These steps are Collection of data into a repository (section 3), Representation of the system model in the form of an FDT (section 4), and Construction of the structure function based on the FDT (section 5).

2 Structure function of the system

The structure function as a mathematical model was introduced in reliability engineering as one of the firsts [13]. This function captures the relationships between components of the system and the system itself in such a way that the state of the system is known based on the states of its components through the structure function.

Let us suppose that the system can be divided into \( n \) components (subsystems). A state of each component can be denoted by a random variable \( x_i \) that can be in one of \( m_i \) possible values. This variable takes value 0 if the component fails and one of values 1, ..., \( m_i - 1 \) if the component works satisfactorily.

Let us denote the structure function as \( \phi(x) \). Then it agrees with the next map:

\[
\phi(x) = \phi(x_1, ..., x_n) : \{0, ..., m_1 - 1\} \times \cdots \times \{0, ..., m_n - 1\} \rightarrow \{0, ..., M - 1\} ,
\]

where \( \phi(x) \) defines system state from complete failure (\( \phi(x) = 0 \)) to perfect functioning (\( \phi(x) = M - 1 \)); \( x = (x_1, ..., x_n) \) is a state vector; \( x_i \) is the \( i \)-th component state that changes from complete failure (\( x_i = 0 \)) to perfect functioning (\( x_i = m_i - 1 \)).

Next, let us suppose that the system is coherent. This means: (a) the system structure function is monotone: \( \phi(x_i, x) \leq \phi(x_j, x) \) for any \( x_i \leq x_j \); and (b) there are no irrelevant components in the system.

Every system component is characterized by the probabilities of individual states:

\[
p_{i,s} = \Pr\{x_i = s\}, \ s = 0, ..., m_i - 1 . \tag{2}
\]

Please note that the structure function of MSS (1) is transformed into the structure function of BSS if \( m_i = M = 2 \).

Many reliability indices and measures can be calculated based on the system structure function. One of them is the probability of the system performance level that is calculated as follows [3]:

\[
A_j = \Pr\{\phi(x) = j\}, \ j = 0, ..., m_i - 1 . \tag{3}
\]

The structure function also allows calculating the boundary system states [14], minimal cut/path sets [15] and importance measures [16]. However, defining structure function as equation (1) for a real application can be a difficult problem.
As a rule, the structure function can be defined as a result of the system structure analysis or based on expert data [12, 17]. In system structure analysis, the system is interpreted as a set of components (subsystems) with correlations. These correlations can be defined by functional relations that are interpreted as the structure function (1). However, there are many structure-complex systems for which correlations and/or connections of components are hidden or uncertain (e.g. power systems, network systems). As a rule, other methods are used in reliability estimation for such systems [5, 18]. Construction of a structure function based on the expert data requires special analysis and transformation of initial data [12, 19]. We suggest the new method for construction of the structure function (1) that is based on the application of an FDT.

In terms of Data Mining, the structure function can be interpreted as a table of decisions [9, 20], where state vector $x = (x_1, \ldots, x_n)$ is interpreted as a set of input attributes and value of the structure function as an output attribute. This table of decisions can be constructed based on an FDT for all combinations of the input attributes. So, values of the structure function can be defined for all combinations of component states using the FDT: component states are interpreted as FDT attributes, and the structure function value agrees with one of $M$ values (classes) representing system performance levels. The FDT is inducted based on some samples (not all) of the inputs and output attributes. In case of construction of the structure function, the samples are state vectors with the corresponding function value. These samples have to be collected as initial information about the system.

The method proposed in this paper includes the following steps:

- collection of data into the repository according to requests of FDT induction;
- representation of the system model in the form of an FDT that classifies components states according to the system performance levels;
- construction of the structure function as a decision table that is created by inducted FDT.

The structure function is constructed as a decision table that classifies the system performance level for each possible combination of components states. The decision table is formed based on the FDT that provides the mapping for all possible components states (input data) in $M$ performance levels. The FDT is inducted using uncertain data that are presented in the form of a specified repository.

## 3 Data repository construction

Collection of data in the form of a repository is provided by the monitoring of values of system component states and system performance level. This repository can be presented in the form of a table where the columns agree with the input and output attributes. The number of the input attributes is $n$ and the $i$-th has $m_i$ possible values (the $i$-th column includes $m_i$ sub-columns). Every row contains a real sample of components states and the corresponding system performance level.

For example, let us consider the offshore electrical power generation system presented in [2]. The purpose of this system (Fig. 1) is to supply two nearby oilrigs with
electric power. The system includes 3 generators: two main generators $A_1$ and $A_3$, and standby generator $A_2$. Both main generators are at oilrigs. In addition, oilrig 1 has generator $A_2$ that is switched into the network in case of outage of $A_1$ or $A_3$. The control unit $U$ continuously supervises the supply from each of the generators with automatic control of the switches. If, for instance, the supply from $A_3$ to oilrig 2 is not sufficient, whereas the supply from $A_1$ to oilrig 1 is sufficient, $U$ can activate $A_2$ to supply oilrig 2 with electric power through the standby subsea cables $L$. This implies that the system consists of 5 relevant components ($n = 5$): generators $A_1$, $A_2$, and $A_3$, control unit $U$, and the standby subsea cables $L$. Furthermore, according to the description of the system activity in [2], we assume that the system and all its components have 3 states/performance levels ($M = 3$ and $m_i = 3$, for $i = 1, ..., 5$). Next, let us denote variables defining states of the system components in the following way: main generators $A_1$ and $A_3$ as $x_1$ and $x_3$ respectively, standby generator $A_2$ as $x_2$, and control unit $U$ and standby subsea cables $L$ as $x_4$ and $x_5$ respectively.

![Diagram](image)

**Fig. 1.** Outline of the offshore electrical power generation system [2]

Let us suppose monitoring of the offshore power generation system that allowed collecting 108 (from 243 possible) samples of the system behavior. Some of them are shown in Table 1. The monitoring of this system permitted obtaining information about some combinations of component states and the corresponding performance levels of the system. However, this information is not complete because the data from the real monitoring are uncertain. This uncertainty is caused by the ambiguity of classification of component states and system performance levels into classes of exact values [12, 20]. Therefore, special type of data is used to define values of the input and output attributes in the repository. These data can be interpreted as quasi-fuzzy data that describe occurrence of every value of every attribute with some possibility ranging from 0 to 1. For example, the first row in Table 1 indicates the nonworking ($x_1 = 0$) and insufficient ($x_1 = 1$) states of generator $A_1$ with possibility of 0.8 and 0.2 respectively, while the possibility of the working state ($x_1 = 2$) is 0. In case of stable generator $A_2$, the state is indicated as nonworking ($x_2 = 0$) with possibility of 0.8 and as other values ($x_2 = 1$ and $x_2 = 2$) with possibilities of 0.1. State of main generator $A_3$
is nonworking \((x_1 = 0)\) with possibility 0.7 and insufficient \((x_1 = 1)\) or working \((x_1 = 2)\) with possibilities 0.2 and 0.1 respectively. States of control unit U are defined as \(x_4 = 0\) with possibility 0.8, \(x_4 = 1\) with possibility 0.2 and \(x_4 = 2\) with possibility 0. Only 2 of 3 states of the standby subsea cables L are relevant in this case because possibility of state \(x_5 = 2\) is 0. The relevant states have possibilities 0.7 for \(x_5 = 0\) and 0.3 for \(x_5 = 1\). The system state is interpreted as a failure for this components states with the possibility 0.7 \((\phi(x) = 0)\) and as the sufficient state \((\phi(x) = 1)\) with the possibility 0.3, while the state of perfect operation \((\phi(x) = 2)\) is not indicated since its possibility is 0.

<table>
<thead>
<tr>
<th>No</th>
<th>(x_1)</th>
<th>(x_2)</th>
<th>(x_3)</th>
<th>(x_4)</th>
<th>(x_5)</th>
<th>(\phi(x))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.8</td>
<td>0.2</td>
<td>0.0</td>
<td>0.8</td>
<td>0.1</td>
<td>0.7</td>
</tr>
<tr>
<td>2</td>
<td>0.8</td>
<td>0.1</td>
<td>0.1</td>
<td>0.7</td>
<td>0.1</td>
<td>0.6</td>
</tr>
<tr>
<td>3</td>
<td>0.7</td>
<td>0.2</td>
<td>0.1</td>
<td>0.8</td>
<td>0.1</td>
<td>0.6</td>
</tr>
<tr>
<td>4</td>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.9</td>
<td>0.1</td>
<td>0.7</td>
</tr>
<tr>
<td>5</td>
<td>0.8</td>
<td>0.1</td>
<td>0.1</td>
<td>0.8</td>
<td>0.1</td>
<td>0.6</td>
</tr>
<tr>
<td>6</td>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.9</td>
<td>0.1</td>
<td>0.7</td>
</tr>
<tr>
<td>7</td>
<td>0.8</td>
<td>0.1</td>
<td>0.1</td>
<td>0.8</td>
<td>0.1</td>
<td>0.6</td>
</tr>
<tr>
<td>8</td>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.9</td>
<td>0.1</td>
<td>0.7</td>
</tr>
<tr>
<td>9</td>
<td>0.8</td>
<td>0.1</td>
<td>0.1</td>
<td>0.8</td>
<td>0.1</td>
<td>0.6</td>
</tr>
<tr>
<td>10</td>
<td>0.7</td>
<td>0.3</td>
<td>0.0</td>
<td>0.9</td>
<td>0.1</td>
<td>0.7</td>
</tr>
<tr>
<td>11</td>
<td>0.7</td>
<td>0.2</td>
<td>0.1</td>
<td>0.0</td>
<td>0.9</td>
<td>0.1</td>
</tr>
<tr>
<td>12</td>
<td>0.1</td>
<td>0.6</td>
<td>0.3</td>
<td>0.8</td>
<td>0.2</td>
<td>0.7</td>
</tr>
<tr>
<td>13</td>
<td>0.2</td>
<td>0.8</td>
<td>0.0</td>
<td>0.7</td>
<td>0.3</td>
<td>0.6</td>
</tr>
<tr>
<td>14</td>
<td>0.1</td>
<td>0.8</td>
<td>0.1</td>
<td>0.2</td>
<td>0.7</td>
<td>0.3</td>
</tr>
<tr>
<td>15</td>
<td>0.0</td>
<td>0.2</td>
<td>0.8</td>
<td>0.0</td>
<td>0.9</td>
<td>0.1</td>
</tr>
<tr>
<td>16</td>
<td>0.0</td>
<td>0.1</td>
<td>0.9</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
</tr>
<tr>
<td>17</td>
<td>0.0</td>
<td>0.2</td>
<td>0.8</td>
<td>0.1</td>
<td>0.6</td>
<td>0.3</td>
</tr>
<tr>
<td>18</td>
<td>0.0</td>
<td>0.2</td>
<td>0.8</td>
<td>0.2</td>
<td>0.7</td>
<td>0.1</td>
</tr>
<tr>
<td>19</td>
<td>0.0</td>
<td>0.1</td>
<td>0.9</td>
<td>0.0</td>
<td>0.2</td>
<td>0.7</td>
</tr>
<tr>
<td>20</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.9</td>
</tr>
</tbody>
</table>

The data obtained based on the monitoring and presented in Table 1 can be interpreted as fuzzy data [21]. The possibilities of individual states of the system components and of the system correspond to membership functions of fuzzy data.

The data obtained based on the monitoring of the offshore electrical power generation system are incompletely specified because we have 108 of all 243 combinations of components states. Traditional mathematical approach for system reliability analysis based on the structure function cannot be used in this case. Therefore, construction of structure function (1) based on incomplete data requires a special transformation and development of new methods. In this paper, we suggest the new method for construction of the structure function based on an FDT. This method allows reducing indeterminate values and obtaining a completely specified structure function.
4 Construction of FDT for representation of system

A decision tree is a formalism for expressing mappings of input attributes (components states) to output attribute/attributes (system performance level), consisting of an analysis of attribute nodes (input attributes) linked to two or more sub-trees and leaves or decision nodes labeled with classes of the output attribute (in our case, a class agrees with a system performance level) [21]. An FDT is one of the possible types of decision trees that permit operating with fuzzy data (attributes) and that use methods of fuzzy logic. Construction of a structure function assumes manipulation with real data, but the analysis of these data is implemented based on the methods of fuzzy logic the data are uncertain [22, 23]. The uncertainty may be present in obtaining numeric values of the attributes (system components states) or in obtaining the exact class (system performance level) where the instance belongs to.

There are different methods for inducting an FDT [10, 22, 24]. An FDT induction is implemented by the definition of the correlation between input attributes \( \{A_1, \ldots, A_n\} \) and an output attribute \( B \). The construction of the system structure function supposes that the system performance level is the output attribute and component states defined by a state vector are input attributes. Each input attribute (component state) \( A_i \) \((1 \leq i \leq n)\) is measured by a group of discrete values ranging from 0 to \( m_i -1 \), which agree with the values of states of the \( i \)-th component: \( \{A_{i,0}, \ldots, A_{i,j}, \ldots, A_{i,m_i-1}\} \). An FDT assumes that the input set \( A = \{A_1, \ldots, A_n\} \) is classified as one of the values of output attribute \( B \). Value \( B_w \) of output attribute \( B \) agrees with one of the system performance levels and is defined as \( M \) values ranging from 0 to \( M-1 \) \((w = 0, \ldots, M-1)\).

The correlation between the terminologies and basic concepts of FDTs and reliability analysis are shown in Table 2.

<table>
<thead>
<tr>
<th>FDT</th>
<th>System reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of input attributes: ( n )</td>
<td>Number of the system components: ( n )</td>
</tr>
<tr>
<td>Attribute ( A_i ) ((i = 1, \ldots, n))</td>
<td>System component ( x_i ) ((i = 1, \ldots, n))</td>
</tr>
<tr>
<td>Values of attribute ( A_i ): ( A_{i,0}, \ldots, A_{i,j}, \ldots, A_{i,m_i-1} )</td>
<td>State of component ( i ): ( {0, \ldots, m_i-1} )</td>
</tr>
<tr>
<td>Output attribute ( B )</td>
<td>System performance level ( \phi(x) )</td>
</tr>
<tr>
<td>Values of output attribute ( B ): ( B_0, \ldots, B_{M-1} )</td>
<td>Values of system performance level: ( {0, \ldots, M-1} )</td>
</tr>
<tr>
<td>Decision table</td>
<td>Structure function</td>
</tr>
</tbody>
</table>

A fuzzy set \( A \) with respect to a universe \( U \) is characterized by a membership function \( \mu_A : U \rightarrow [0,1] \), which assigns an \( A \)-membership degree, \( \mu_A(u) \), to each element \( u \) in \( U \). \( \mu_A(u) \) gives us an estimation that \( u \) belongs to \( A \). The cardinality measure of the fuzzy set \( A \) is defined by \( \text{M}(A) = \sum_{u \in U} \mu_A(u) \), and it is measure of size of set \( A \). For
\(u \in U, \mu_A(u) = 1\) means that \(u\) is definitely a member of \(A\) and \(\mu_A(u) = 0\) means that \(u\) is definitely not a member of \(A\), while \(0 < \mu_A(u) < 1\) means that \(u\) is a partial member of \(A\). If either \(\mu_A(u) = 0\) or \(\mu_A(u) = 1\) for all \(u \in U\), \(A\) is a crisp set. The set of input attributes \(A\) is crisp if \(\mu_A(u) = 0\) or \(\mu_A(u) = 1\).

For example, let us consider input attributes \(A = \{A_1, A_2, A_3, A_4, A_5\}\) and the output attribute \(B\) for the offshore electrical power generation system in Fig. 1. This system is represented by 5 input attributes. Each input attribute is defined as: \(A_i = \{A_{i,0}, A_{i,1}, A_{i,2}\}, \) for \(i = 1, \ldots, 5\), and the output attribute is \(B = \{B_0, B_1, B_2\}\). The values of the input attributes and the output attribute are defined in Table 3. These values are obtained based on the data from Table 1 and are used for the FDT construction as a training test. The principal difference of Table 1 and 3 is interpretation of initial data as attributes. The induction of the FDT based on this training test can be implemented using some of methods for FDT induction [10, 22, 24]. We propose to induct the FDT using the method based on the cumulative information estimates proposed in [25]. These estimations allow inducting FDTs with various properties. Criteria for building non-ordered, ordered or stable FDTs, as well as, development of this method have been considered in [26].

Table 3. A training set for the FDT induction

<table>
<thead>
<tr>
<th>No</th>
<th>(A_1)</th>
<th>(A_2)</th>
<th>(A_3)</th>
<th>(A_4)</th>
<th>(A_5)</th>
<th>(B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.8</td>
<td>0.2</td>
<td>0.8</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>2</td>
<td>0.8</td>
<td>0.1</td>
<td>0.7</td>
<td>0.1</td>
<td>0.2</td>
<td>0.6</td>
</tr>
<tr>
<td>3</td>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.9</td>
<td>0.1</td>
<td>0.0</td>
</tr>
<tr>
<td>4</td>
<td>0.8</td>
<td>0.1</td>
<td>0.8</td>
<td>0.1</td>
<td>0.0</td>
<td>0.9</td>
</tr>
<tr>
<td>5</td>
<td>0.7</td>
<td>0.2</td>
<td>0.1</td>
<td>1.0</td>
<td>0.0</td>
<td>0.2</td>
</tr>
<tr>
<td>6</td>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>7</td>
<td>0.8</td>
<td>0.1</td>
<td>0.2</td>
<td>0.6</td>
<td>0.2</td>
<td>0.8</td>
</tr>
<tr>
<td>8</td>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.9</td>
<td>0.1</td>
<td>0.0</td>
</tr>
<tr>
<td>9</td>
<td>0.8</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.9</td>
<td>0.1</td>
</tr>
<tr>
<td>10</td>
<td>0.7</td>
<td>0.3</td>
<td>0.0</td>
<td>0.1</td>
<td>0.8</td>
<td>0.1</td>
</tr>
<tr>
<td>11</td>
<td>0.7</td>
<td>0.2</td>
<td>0.1</td>
<td>0.0</td>
<td>0.9</td>
<td>0.1</td>
</tr>
<tr>
<td>12</td>
<td>0.1</td>
<td>0.6</td>
<td>0.3</td>
<td>0.8</td>
<td>0.2</td>
<td>0.0</td>
</tr>
<tr>
<td>13</td>
<td>0.2</td>
<td>0.8</td>
<td>0.0</td>
<td>0.7</td>
<td>0.3</td>
<td>0.0</td>
</tr>
<tr>
<td>14</td>
<td>0.1</td>
<td>0.8</td>
<td>0.1</td>
<td>0.2</td>
<td>0.7</td>
<td>0.1</td>
</tr>
<tr>
<td>15</td>
<td>0.0</td>
<td>0.2</td>
<td>0.8</td>
<td>0.9</td>
<td>0.1</td>
<td>0.0</td>
</tr>
<tr>
<td>16</td>
<td>0.0</td>
<td>0.1</td>
<td>0.9</td>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>17</td>
<td>0.0</td>
<td>0.2</td>
<td>0.8</td>
<td>0.1</td>
<td>0.6</td>
<td>0.3</td>
</tr>
<tr>
<td>18</td>
<td>0.0</td>
<td>0.2</td>
<td>0.8</td>
<td>0.2</td>
<td>0.7</td>
<td>0.1</td>
</tr>
<tr>
<td>19</td>
<td>0.0</td>
<td>0.1</td>
<td>0.9</td>
<td>0.0</td>
<td>0.2</td>
<td>0.8</td>
</tr>
<tr>
<td>20</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.9</td>
</tr>
</tbody>
</table>

The FDT resulted from the training set presented in Table 3 has been inducted by application of the cumulative information estimates using the method in [24]. This FDT is presented in Fig. 2. The nodes of this FDT agree with the input attributes. Every node has 3 branches according to the values of the corresponding input attrib-
ute from the training test (Table 3). Every branch correlates with some values of the output attribute. The set of output attribute values in a branch is named as a leaf if the analysis finish and one of the values of the output attribute can be chosen according to algorithms proposed in [25, 26].

\[
\begin{align*}
B_0 &= 0.342 \\
B_1 &= 0.524 \\
B_2 &= 0.134
\end{align*}
\]

\[
\begin{align*}
B_0 &= 0.805 \\
B_1 &= 0.163 \\
B_2 &= 0.032
\end{align*}
\]

\[
\begin{align*}
B_0 &= 0.003 \\
B_1 &= 0.809 \\
B_2 &= 0.188
\end{align*}
\]

\[
\begin{align*}
B_0 &= 0.000 \\
B_1 &= 0.778 \\
B_2 &= 0.222
\end{align*}
\]

\[
\begin{align*}
B_0 &= 0.926 \\
B_1 &= 0.067 \\
B_2 &= 0.007
\end{align*}
\]

\[
\begin{align*}
B_0 &= 0.793 \\
B_1 &= 0.200 \\
B_2 &= 0.007
\end{align*}
\]

\[
\begin{align*}
B_0 &= 0.998 \\
B_1 &= 0.002 \\
B_2 &= 0.007
\end{align*}
\]

\[
\begin{align*}
B_0 &= 0.700 \\
B_1 &= 0.215 \\
B_2 &= 0.085
\end{align*}
\]

\[
\begin{align*}
B_0 &= 0.790 \\
B_1 &= 0.210 \\
B_2 &= 0.000
\end{align*}
\]

\[
\begin{align*}
B_0 &= 0.525 \\
B_1 &= 0.450 \\
B_2 &= 0.025
\end{align*}
\]

\[
\begin{align*}
B_0 &= 0.990 \\
B_1 &= 0.000 \\
B_2 &= 0.010
\end{align*}
\]

\[
\begin{align*}
B_0 &= 0.000 \\
B_1 &= 0.007 \\
B_2 &= 0.993
\end{align*}
\]

Fig. 2. Non-ordered FDT constructed based on the data obtained by the monitoring of the offshore electrical power generation system from Fig. 1

This FDT can be used for the analysis of all possible states of system components to construct the structure function of the offshore electrical power generation system. This process is considered below.

5 Construction of structure function based on FDT

According to [20], FDTs allow developing fuzzy decision rules or a decision table. A decision table contains all possible values of input attributes and the corresponding values of the output attribute that is calculated using the FDT. Such decision table agrees with the structure function. This implies that all possible combinations of values of the component states (all state vectors) have to be analyzed by the FDT to classify state vectors into \( M \) classes of the system performance levels.

Each non-leaf node is associated with an attribute \( A_i \in A \), or in terms of reliability analysis: each non-leaf node is associated with a component. The non-leaf node agreeing with attribute \( A_i \) has \( m_i \) outgoing branches. The \( s \)-th outgoing branch (\( s = 0, \ldots, m_i -1 \)) from the non-leaf node corresponding to attribute \( A_i \) agrees with state \( s \) of
the $i$-th component ($x_i = s$). A path from the root to a leaf defines one or more state vectors (according to the values of the input attributes (component states) occurred in the path) for which the structure function takes value determined by the value of the output attribute. If any input attribute is absent in the path, all possible states have to be considered for the associated component.

Let us consider construction of the structure function of the offshore electrical power generation system from Fig. 1 using the FDT depicted in Fig. 2. All possible component states (all state vectors) have to be used for calculation of the system performance level by the FDT to form the decision table (structure function). Let us explain this idea for the first level of the FDT in more detail.

Preliminary analysis of the data obtained based on the monitoring (see Table 3) shows that possible values of the output attribute are distributed as follows: value 0 – with confidence 0.493, value 1 – with confidence 0.209 and value 2 – with confidence 0.298. These values are implied by frequency of every output value in the training test (Table 3). Attribute $A_3$ is associated with the FDT root. So, analysis of the data starts from this attribute. This attribute has the following possible values: $A_{3,0}$, $A_{3,1}$, and $A_{3,2}$. Value $A_{3,0}$ of this attribute makes the output attribute to be $B_0$ (the system is non-operational) with the confidence of 0.805. Other variants, $B_1$ and $B_2$, of output attribute $B$ can be chosen with the confidence of 0.163 and 0.012 respectively. If the attribute $A_3$ has other values, i.e. $A_{3,1}$ or $A_{3,2}$, then the analysis is done similarly.

If the value of attribute $A_3$ is $A_{3,0}$ than the next attribute in the analysis is $A_5$, which have values $A_{5,0}$, $A_{5,1}$, and $A_{5,2}$. Value $A_{5,0}$ of this attribute agrees with a leaf representing the output attribute. Therefore, in this situation, the analysis is stopped and value of the output attribute is defined: value $B_0$ of attribute $B$ should be chosen with the confidence of 0.926 and values $B_1$ and $B_2$ with confidences 0.067 and 0.007 respectively. Similarly, the process of the analysis of the non-ordered FDT continues for the other input attributes and their values.

Next, let us consider state vector $x = (0,0,0,0,0)$. The analysis based on the FDT starts with the attribute $A_3$ (Fig. 2) that is associated with the 3-rd component. State of this component is 0 ($x_3 = 0$) for the specified state vector. Therefore, the branch for value $A_{3,0}$ of attribute $A_3$ value is taken into account. According to this value, the identification of the output attribute value (system performance level) has to continue through attribute $A_5$. According to the state vector, $x_5 = 0$, therefore, attribute $A_5$ has value $A_{5,0}$. Now, value of the output attribute can be indicated because the branch has a leaf. So, value of the output attribute is defined as 0 with the confidence of 0.926 without analysis of other attributes. Analysis of other state vectors is similar and allows obtaining all possible values of the system performance level in the form of the structure function. The analysis of all possible state vectors from $x = (0,0,0,0,0)$ to $x = (2,2,2,2,2)$ allows us to construct the complete structure function of the offshore electrical power generation system depicted in Fig. 1.

It is important to note that this method of construction of the structure function based on FDTs permits to compute (restore) data missing from the monitoring.

A representation of the system using the structure function allows calculating different indices and measures for estimation of system reliability. Probabilities of system performance levels (3) are one of them. Suppose that probabilities of the compo-
nents states of the offshore electrical power generation system have values shown in Table 4. In this case, the probabilities of system performance levels are: $A_2 = 0.73$, $A_1 = 0.20$ and $A_0 = 0.07$. Other measures can be computed using the structure function too. For example, importance measures for this system can be calculated using the algorithms considered in [15, 27, 28].

Table 4. Components states probabilities

<table>
<thead>
<tr>
<th>Component state, $s$</th>
<th>Probabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$p_{1,s}$</td>
</tr>
<tr>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td>1</td>
<td>0.4</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Let us present a simple case study to verify the modelling approach described in the previous sections. We use structure function of the offshore electrical power generation system to examine efficiency and accuracy of the proposed method for construction of the structure function based on uncertain data. Therefore, the structure function must be transformed to ambiguous and incompletely specified form. In the proposed methods, two types of uncertainty are included. The first is ambiguity of data values. Therefore, all integer values of components states and performance level have to be transformed to values with some possibilities. We can use algorithm from [29] to transform data from numeric to fuzzy cases in this case. The second type of the considered uncertainty in the proposed method is incompletely specification of initial data. This incompleteness is modeled by random deleting of some state vectors and the corresponding values of system performance levels. The range of deleted states was changed from 5% to 90%. Each transformed structure function can be interpreted as uncertain data obtained by the aforementioned monitoring. We used these data to construct the structure function based on the proposed methods using FDT induction. The FDTs were inducted based on the method presented in [22, 25]. The structure function construction was implemented according to the concept introduced in section 5. As a result, a single or a small group of state vectors might be misclassified. Therefore, we had to estimate this misclassification by the error rate. The constructed structure functions were compared with the exact specified function (it was defined at the beginning of the experiments), and the error rate was calculated as a ratio of wrong values of the structure function to the dimension of unspecified part of the function. The experiments were repeated 1000 times for every version of incompletely specified offshore electrical power generation system. The unspecified state vectors were selected randomly in proportion to dimension of the structure function from 5% to 85%. The results for the investigated system are shown in Table 5. The error rate depends on unspecified proportion of the initial data. This error increases essentially, if the unspecified part is most than 80%. This indicates that the proposed method is acceptable for large range of incompletely defined initial data and can be used for construction of the structure function based on incompletely specified data.
This method can be considered for special cases and types of initial data with application of other algorithms from Data Mining to improve the obtained results. For example, initial data can be obtained for similar samples and, in this case, special algorithms for pattern recognition and intelligent diagnosis can be used [30].

Table 5. The error rate for the construction of the structure function of the offshore electrical power generation system

<table>
<thead>
<tr>
<th>Unspecified state vectors, in %</th>
<th>The error</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.0661</td>
</tr>
<tr>
<td>10</td>
<td>0.0637</td>
</tr>
<tr>
<td>15</td>
<td>0.0682</td>
</tr>
<tr>
<td>20</td>
<td>0.0661</td>
</tr>
<tr>
<td>25</td>
<td>0.0670</td>
</tr>
<tr>
<td>30</td>
<td>0.0662</td>
</tr>
<tr>
<td>35</td>
<td>0.0659</td>
</tr>
<tr>
<td>40</td>
<td>0.0671</td>
</tr>
<tr>
<td>45</td>
<td>0.0673</td>
</tr>
<tr>
<td>50</td>
<td>0.0679</td>
</tr>
<tr>
<td>55</td>
<td>0.0700</td>
</tr>
<tr>
<td>60</td>
<td>0.0743</td>
</tr>
<tr>
<td>65</td>
<td>0.0813</td>
</tr>
<tr>
<td>70</td>
<td>0.0995</td>
</tr>
<tr>
<td>75</td>
<td>0.1465</td>
</tr>
</tbody>
</table>

6 Conclusion

The new method for constructing the structure function is proposed in this paper. This method allows obtaining a structure function based on incompletely specified data (for example, data obtained from some monitoring). The term “incompletely specified” assumes uncertainties of two types.

The first type of uncertainty deals with some state vectors missing from the initial data. In practical application, it can be caused by the impossibility to obtain or indicate all possible combinations of system component states.

These uncertainties are considered and taken into account in the interpretation of the initial data as quasi-fuzzy data. This interpretation requires use of mathematical methods of fuzzy logic for the analysis. In this paper, an FDT is used for system behavior modeling and construction of the system structure function. This mathematical method transforms incomplete and uncertain initial data to a correct decision [10,24]. The induction of FDT is implemented based on cumulative information estimates [25] that take into account mathematical concept of entropy. These estimates are then adopted for the analysis of uncertain data. Therefore, the system structure function can be constructed using an FDT based on uncertain data, and the FDT transforms
incompletely specified data about system reliability/availability into a completely specified mathematical model that is known as the system structure function.

The second type of uncertainty results from ambiguity of initial data. In this case, the system performance level and components states can be defined with some possibilities. According to the typical definition of the structure function (1), performance level can have only one value for every state vector from set \( \{0, \ldots, M - 1\} \). However, the boundary between two neighboring values can be diffused in real applications. Both such values can be therefore indicated with some possibility. The proposed method takes such ambiguity into account and permits indicating performance level using some values ranging from 0 to \( M - 1 \) with a possibility that is considered in the next steps of the method and is not disregarded. The component states are indicated in a similar manner and the state of the \( i \)-th component is considered as a value ranging from 0 to \( m_i - 1 \) with possibilities. For example, the data in Table 1 are presented with consideration of such ambiguity: every value is indicated with some possibility.
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Abstract. An article presents a new technique for metamorphic viruses detection using modified emulators, placed in the hosts of the network. Proposed technique provides the classification of the metamorphic virus in classes with the usage of the fuzzy logic. Technique makes it possible to detect the metamorphic viruses, which use obfuscation techniques. The results of experimental studies showed the effectiveness of the proposed method of detection metamorphic virus copies at 85%.
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1 Introduction

The detection of computer viruses is one of the main challenges of information security for today. Viruses execute harmful activity on infected hosts, such as stealing system information, accessing private information, corrupting data, spamming, logging their keystrokes. Among computer viruses one of the leaders are metamorphic viruses. Thus, metamorphic viruses cause damage to cost millions of dollars. According to Symantec in 2011 metamorphic virus Sality infected about 3 million computers in the world [1], and at the end of 2015 it is in the top five of the most spread viruses (1.43% of the total number of detected threats) [2].

Detection of the metamorphic viruses is a very complicated task due to it sus age of the obfuscation techniques for program code. It allows virus to create multiple copies of the same virus and its detection become a very difficult task. In addition, in order to complicate the process of reverse engineering and the data protection obfuscation technique is often used in the trusted applications by software developers [3].

That is why the actual problem is to develop a new technique for metamorphic viruses detection with the involvement of fuzzy logic that will allow the suspicious
programs classification to one of the metamorphic viruses classes using the modified emulators placed on each host of the network.

2 Related Works

Known techniques for virus detection, based on signature analysis are not able to detect the altered copies of metamorphic virus [4-7]. In order to detect this type of viruses most antivirus scanners use the heuristic’s method, which deploys the sequence of API-functions calls, the control flow graph of the program, the structural features of the PE .EXE files, opcode instructions and their combinations.

In [7] a method for metamorphic malware detection is presented. A malware signature is described by the set of control flow graphs the malware contains. Technique uses a distance metric based on the distance between feature vectors. The drawback of the approach is that it is computationally inefficient.

In [4] a statistical technique based on comparison of the similarity between two files infected by two morphed versions of a given metamorphic virus is used. The proposed solution based on static analysis and it uses the histogram of machine instructions frequency in various offspring of obfuscated viruses. The disadvantage of the approach is that it is inefficient for detection of viruses, which use code transposition techniques.

A malware detection system based on API call graph is proposed in [5]. Each malware sample is represented as data dependent API call graph. Graph matching algorithm is used to calculate similarity between the input sample and malware API call graph samples stored in a database. The main drawback that most malware samples are generated from previous existing samples, therefore sequences API calls are similar.

In [8] the technique of botnet detection which bots use polymorphic code is proposed. Performed detection is based on the multi-agent system by means of antiviral agents that contain sensors. Developed technique makes it possible to perform provocative actions against probably infected file. The disadvantage of this technique is large computational complexity of the behavior analysis.

The state-of-art demonstrates a need of development new and improve existing techniques for metamorphic viruses’ detection.

3 Metamorphic Virus Detection Method-based on the Modified Emulators

A new metamorphic viruses detection technique based on the modified emulators is proposed. It uses the emulation on each host in the network. The main function of the hosts is to implement a single-time emulation and execution of the unknown potentially malicious program and sending the results to the server.

The server is used for processing the results of the emulation process obtained from the hosts. In order to complicate the reverse engineering process and data protection, the obfuscation techniques are often used for trusted applications by software developers. Therefore, the main task of the server is classification of the feature vec-
tors based on the comparison of the metamorphic viruses’ copies, which were obtained from network hosts.

The proposed technique specifies three classes of the metamorphic viruses, which are to be classified. In addition, there is the fourth class of programs, which have similarity to metamorphic viruses by its behavior, but these programs are not malicious. Fig.1 shows a scheme of the metamorphic viruses detection.

Let us consider the proposed technique. In order to detect suspicious program activity on each host of the corporate network, the analyzer of the suspicion programs is used. Every single operation that is performed by suspicious program is not dangerous one. However, the execution of the sequence of such operations may indicate a possible risk of infection with the virus.

Each application that comes into the system is marked as suspicious or un suspicious. Let us present the feature vector, which defines the program membership to one of two classes as follows:

\[
\overrightarrow{U} = (M, Q, J, L, N, H)
\]

where, \(M\)–attempt of the program to get the system administrator rights, \(Q\) - attempt to open or close the system port, \(J\) - attempt to delete the file, \(Y\) - create a file or process, \(L\)–key logging attempt, \(N\) – sending messages to the network, \(H\) -creation a key or an entry to the registry.

Each feature is able to posses a value 0 or 1, where 1 indicates the activation of the feature,0 -vice versa. Program consider suspicious if:

\[
P = \text{suspicious}, \text{ if } \forall u \in \overrightarrow{U}, (u_i = 1 \land u_j = 1).
\]

So, if \(P = \text{suspicious} \) for some program, it comes to the metamorphic viruses detection system. In order to get the modified code sample \(F_S\), the emulation of program \(P\) is carried out. The emulation process consists of the instruction execution in a virtual environment, and the extraction instructions from the software package.
The usage of the one-type emulators in all the network hosts does not guarantee the metamorphic virus detection with high efficiency, because their usage will produce only the same code samples. In order to detect the metamorphic viruses properties and features, different conditions for malicious code execution are needed.

Therefore, the modified emulators on each host are created. The structure of the emulator includes the virtual processor. It is able to execute the set of instruction such as MMX, SSE, SSE2, etc, and it includes a set of virtual registers. Also, the emulator consists of RAM and virtual stack, virtual network controller; the operating system (it supports API functions, registry and ports).

To avoid the anti-emulation technologies, which are used by metamorphic viruses, the emulator includes a heuristics module. For each operation performed by virtual CPU the fixed, the processing time is determined and the checking of repeating for some operation is executed.

In order to obtain the original sample code $F_p$, the disassembly of program $P$ is carried out. The result of disassembly is a set assembler instructions x86/x64. In order to construct the feature vector only opcodes are used and operands are discarded.

The resulting listing of the disassembly instructions is partitioned into the functional blocks (FB). One of the techniques that are used to perform the instruction obsfuscation is moving of program blocks. It is carried out by using the conditional state transition instructions ($jz$, $jn$, $jmp$ etc).

The main mechanisms creation of the metamorphic viruses copies are the insertion, deletion and transposition of their instructions. For the purpose of finding the similarities between the two FB code samples and $F_g$, the Damerau–Levenshtein distance was used.

In order to evaluate the Damerau–Levenshtein distance the polynomial algorithm complexity of Wagner-Fisher was used. It made it possible to create a short transformation chain in order to transform the set of opcodes of the program after the emulation into the opcode set of the program before the emulation.

Consider a program $P$, which consists of a set of assembler commands $p_i$, $P = \{p_1, p_2, ..., p_k\}$. Let us partition the program $P$ into the functional blocks of an arbitrary length. Such blocks start and end by the instructions of the conditional state transitions, such as jmp, jz, etc, that is $P = \{B_1, B_2, ..., B_l\}$. Then we can write: $P = \{B_1 = \{p_1, p_2, ..., p_{i-1}\}, ..., B_l = \{p_{i+1}, p_{i+2}, ..., p_k\}\}$.

Let us denote program before the emulation $F_p$, and program after the emulation $F_g$.

Let us present the functional unit $B$, which consists of a set of opcodes of length $|B| = m$, as $p_1, p_2, ..., p_m$. So, the subset of opcodes $x_i, x_{i+1}, ..., x_j$ of the functional unit $B$ will be specified as $B(i, j)$.

Let us denote the transformation weight of the opcode $a$ into $b$ as $w(a, b)$. Thus, $w(a, b)$ is the weight of the replacement of one opcode into another one, when $a \neq b$, $w(b, a)$ - weight of the transposition, $w(a, \varepsilon)$ - weight of the deletion, and $w(\varepsilon, b)$ - weight of the insertion for opcode $b$.

Let us assume that $B_g$ and $B_h$ - two FB, which consist of the opcodes sequence (of n and m length respectively) defined by a finite alphabet of the assembler instruc-
tions \( A = (a_1, a_2, ..., a_k) \). Then \( B^F_g \) of the FB program \( F_p \) we will denote as \( B^{F_F^F}_g \), and \( B^F_h \) of the same FB program \( F_S \) after the emulation we will denote as \( B^{F_F^S}_h \). Then the Damerau-Levenshtein distance in distance \( dL(B^{F_F^F}_g, B^{F_F^S}_h) \) is calculated as \( dL(B^{F_F^F}_g, B^{F_F^S}_h) = \text{OPT}(N, M) \), where

\[
\text{OPT} = \begin{cases} 
0, & i = 0, j = 0 \\
i, & j = 0, i > 0 \\
j, & i = 0, j > 0 \\
\min \left\{ \begin{array}{l}
\text{OPT}(i, j-1) + w(a, e) \\
\text{OPT}(i-1, j) + w(e, b) \\
\text{OPT}(i-1, j-1) + w(a, b) \\
\text{OPT}(i-2, j-2) + w(b, a)
\end{array} \right. 
\end{cases}
\tag{1}
\]

After the Damerau-Levenshtein distance for two blocks \( B^F_g \) and \( B^F_h \) is evaluated, the weighted averages of the corresponding parameter of the feature vector for all code blocks is to be formed. In order to obtain such weighted averages of the parameters, the index of the weighted arithmetic mean is used (2).

\[
dL = \left[ \frac{\sum_{i=1}^{n} dL_i * f_i}{\sum_{i=1}^{n} f_i} \right]
\tag{2}
\]

where, \( dL_i \) – the Levenshtein in distance for FB \( B_i \), \( f_i \) - number of FB with the value \( dL_i \).

The Damerau-Levenshtein distance estimates the minimum value for the required operations of the replacement, insertion, deletion and transposition, and is an integer value. In this case, for the finding of the lowest difference between the metamorphic viruses’ copies the obtained values are rounded down.

For the rest of the features the normalization is performed in the same way.

Thus, the feature vector of similarity for metamorphic viruses’ copies based on the Damerau-Levenshtein in metrics will be presented as follows:

\[
\bar{S} = \{dL, T, D, I, R, M\}
\tag{3}
\]

where \( dL \) – the Damerau-Levenshtein in distance for functional unit between programs \( F_p \) and \( F_s \); \( T \)– number of required operations of the opcodes exchange for the program block’s transformation \( F_p \) into \( F_s \); \( F_p = F_s \); \( D \) - number of operations required for the opcode deletion; \( I \) - number of operations required for the opcode inser-
tion; $R$ - number of operations required for the opcode replacement; $M$ - number of matches between opcodes of the functional units of programs $F_p$ and $F_r$.

In order to make a conclusion about the infection by metamorphic virus, constructed feature vectors of the similarity are sent to server, where they are analyzed by the fuzzy inference system for the purpose of its classification [9].

The input linguistic variables for fuzzy inference systems are the feature vectors of similarity for the copies of the metamorphic viruses (3). The terms of the linguistic variable are Low, Medium and High.

As the membership function for input variables the trapezoidal one was chosen, and for output—the triangular. For feature $dl$ we can present equations as follows:

$$\mu_{low}(x) = \begin{cases} 0, & x \leq 8 \\ \frac{72-x}{64}, & 8 < x \leq 72 \\ 1, & 0 \leq x \leq 8 \end{cases}$$

$$\mu_{medium}(x) = \begin{cases} 0, & x < 16 \\ \frac{x-16}{49}, & 16 \leq x < 65 \\ 1, & 65 \leq x < 96 \\ \frac{145-x}{49}, & 96 \leq x < 145 \\ 0, & 145 \leq x \end{cases}$$

$$\mu_{high}(x) = \begin{cases} 0, & 96 < x \\ \frac{x-96}{38}, & 96 \leq x < 134 \\ 1, & 134 \leq x \leq 161 \end{cases}$$

Fuzzy inference system uses 38 rules for making the conclusion about belonging of the metamorphic virus to one of the class:

1. if ($dl$ is Low) and ($T$ is Low) and ($D$ is Medium) and ($I$ is Hight) and ($R$ is Low) and ($M$ is Medium) then $class_1$

2. if ($dl$ is Low) and ($T$ is Medium) and ($D$ is Medium) and ($I$ is Hight) and ($R$ is Low) and ($M$ is Medium) then $class_1$

3. if ($dl$ is Hight) and ($T$ is Low) and ($D$ is Hight) and ($I$ is Hight) and ($R$ is Medium) and ($M$ is Low) then $class_3$

A result of the fuzzy inference system is a determination of the membership degree of each virus copy to one of the class of the metamorphic viruses.

4. **Experiments**

In order to determine the efficiency of the proposed method several experiments were held. For this purpose the set of metamorphic viruses was generated, and metamorphic generators Next Generation Virus Creation Kits, Second Generation Virus Generator and Virus Creation Lab for Win32 were used [10]. They are able to infect .EXE and .DLL files and perform the obfuscation operations with files.
For experiments, the university network with 80 users’ hosts and one server was used. Each host us edits modified emulator. The settings of the emulators are presented in Table 1.

**Table 1.** The settings of the modified emulators, presented on each host of the network

<table>
<thead>
<tr>
<th>Host's number</th>
<th>A set of instructions</th>
<th>OS type</th>
<th>The size of virtual RAM</th>
<th>System date</th>
<th>Virtual network controller</th>
<th>Runtime emulation instruction</th>
<th>Start address of emulating</th>
<th>Architecture of CPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SSE2</td>
<td>W7</td>
<td>8</td>
<td>25.11</td>
<td>Yes</td>
<td>1</td>
<td>0x001A4810</td>
<td>x86</td>
</tr>
<tr>
<td>2</td>
<td>Hyper-threading</td>
<td>W8.1</td>
<td>8</td>
<td>06.02</td>
<td>No</td>
<td>2</td>
<td>0x001A4620</td>
<td>x86</td>
</tr>
<tr>
<td>...</td>
<td>MMX</td>
<td>W10</td>
<td>10.04</td>
<td>No</td>
<td>1</td>
<td>0x001A5214</td>
<td>x64</td>
<td></td>
</tr>
</tbody>
</table>

Fuzzy inference system was built using Fuzzy Logic Toolbox package in Matlab system. Built system has the following parameters: algorithm –Mamdani, aggregation method, accumulation method, the method defuzzification. The system consists of six inputs and one output.

The result of fuzzy inference system is a conclusion about membership of the unknown program to one of three metamorphic viruses’ class or program is trusted. If the resulting value of the membership degree for unknown object belongs to the range from 0 to 0.25 - it is classified as a trusted application; if the membership degree of is in the range of 0.26 to 1, then the unknown object belongs to one of the metamorphic viruses’ classes. Values from 0.26 to 0.49 determine the first class of the metamorphic viruses, values from 0.5 to 0.74 –the second class, the value of 0.75 to 1 –the third class.

Table 2 and figure 2 demonstrate the results of fuzzy inference system for suspicious file. As a result, 15% of the copies have not changed, 5% were classified as the first class, 11.25% as the third one, and 68, 75% as the second class.

**Table 2.** The result of fuzzy inference system

<table>
<thead>
<tr>
<th>№ of host</th>
<th>Result of the fuzzy inference system</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>II</td>
</tr>
<tr>
<td>1</td>
<td>0.65</td>
</tr>
<tr>
<td>2</td>
<td>0.72</td>
</tr>
<tr>
<td>3</td>
<td>0.61</td>
</tr>
<tr>
<td>4</td>
<td>0.59</td>
</tr>
<tr>
<td>5</td>
<td>0.59</td>
</tr>
<tr>
<td>6</td>
<td>0.55</td>
</tr>
<tr>
<td>7</td>
<td>0.59</td>
</tr>
<tr>
<td>8</td>
<td>0.59</td>
</tr>
<tr>
<td>9</td>
<td>0.59</td>
</tr>
<tr>
<td>10</td>
<td>0.59</td>
</tr>
<tr>
<td>11</td>
<td>0.59</td>
</tr>
<tr>
<td>12</td>
<td>0.59</td>
</tr>
<tr>
<td>13</td>
<td>0.59</td>
</tr>
<tr>
<td>14</td>
<td>0.59</td>
</tr>
</tbody>
</table>
5 Conclusions

The analysis of the subject area revealed the need to improve existing techniques for metamorphic viruses’ detection. In the article, the new technique for metamorphic viruses’ detection using modified emulators in network hosts is proposed. The classification of viruses into classes of metamorphic viruses is based on a usage of the fuzzy inference system. Proposed technique makes it possible to detect metamorphic viruses that use obfuscation techniques of the program code. Such approach enables the increase of the efficiency of the metamorphic viruses detection. The results of experimental studies have demonstrated the efficiency technique for metamorphic viruses’ detection at about 85%.
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Abstract. In this paper, a concept of designing the post-emergency system for monitoring the equipment and territory of nuclear power plant after a severe accident was developed. Power and communications network lines are found out as the most vulnerable ones during the accident monitoring, and self-descriptiveness and survivability and veracity are recognized as system basic parameters. To ensure the self-descriptiveness it’s proposed to equip measurement and control modules with backup wireless communication channels and deploy the repeaters network based on drones. To provide the survivability modules possess the backup power battery, and repeaters appear in the appropriate places after the accident. Moreover an optimization of drone’s location is proposed according to the minimum energy consumption criterion. To ensure the veracity it’s expected to design the noise-immune protocol for message exchange and archiving and self-diagnostics of all system components. Formulas for estimating the reliability level of the post-emergency monitoring system were obtained.
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1 Introduction

Nowadays nuclear power is one of the most powerful and clean energy sources [1]. Constant control and monitoring of the power unit equipment parameters and components within premises and adjacent areas is held to ensure its stable work. The number of sensors reached up to several thousand per power unit [1, 2]. Requirements for reliability and survivability of monitoring tools increased in post-Fukushima period [3]. Paradigm of systems and services providing localization, minimization and crash recovery is changing. Proper information support is needed for successful and critical management during and after the accident. It is impossible to provide optimal decisions before and after the accident without timely and reliable information about the current state and change dynamics.

Almost all power unit sensors and associated equipment are combined into several networks using measurement modules [1, 4, 5]. Often these networks are based on the widespread wired serial interfaces [1, 4]. It should be noted that data flow in measuring channels of Nuclear Power Plant (NPP) is relatively small and sufficient to control and make decisions during normal operation. However, the data flow increases dramatically in pre-emergency and post-emergency conditions. It is caused by a significant increase of sensor data acquisition frequency in obtaining information about the dynamics of the situation. Furthermore, additional data acquisition systems are activated, the ones that are not involved in NNP regular operation. Therefore, emergency mode channel capacity is used to design such kind of networks that have duplication and mechanical protection of data channels to improve the communication reliability.

During the accident a part of data channels will inevitably fail. The probability of the total communication loss (with all data acquisition systems) is low, even in case of a serious accident. However during the damage of a part of communication channels the information flows should be redirected to not damage one. Thus the frequency of collisions increases and the probability of the local networks overload is high [4, 6]. It creates a lack of information when it is most needed. To overcome this situation, the additional wireless channels may be used [5, 7]. It will provide a necessary bandwidth and restore the connection with the data acquisition modules that are damaged.

The aim of this work is to design a concept of NPP integrated system for both post-emergency monitoring and decision support. It is expected that such integrated system (infrastructure as a system of systems), despite the injury during the accident, can ensure a high reliability of data exchange with measurement (and under certain conditions - control) channels to make correct decisions. Within this study we believe that such system can monitor the appropriate equipment as well as buildings and territories nearby.

2 Basic Requirements for Communication Systems of Post-Emergency Monitoring

The main characteristics of the post-emergency NPP monitoring system have to be self-descriptiveness, survivability and veracity [8]. Thus self-descriptiveness means that the data flow from data channels and control channels must be timely, sufficient and stable. The system has to provide necessary bandwidth in the post-emergency
It is obviously that a high survivability can only provide the required self-descriptiveness. Obtained data must be reliable. So in the post-emergency conditions, when a part of measurement and control modules are damaged, a required veracity can be provided by self-testing the data acquisition modules. A last one will define the current metrological characteristics of measurement and control channels.

To ensure the mentioned characteristics above in post-emergency conditions using wireless communication channels is a difficult problem, because measurement and control modules can be located indoors or under the rubble, which significantly reduces the signal level. Thus, the level of electromagnetic interference in post-emergency conditions increases dramatically at NPP. At the same time the emergency service for localization and minimization of the consequences after the accidents, should be located in a distance which excludes the emergency service from damage during the accident. Thus, providing a direct wireless connection between the measurement and control modules and control center requires significant power transmitters. However, a probability of the supplying network lines for measurement and control modules damage is very high in the accident, as well, so those modules and wireless communication components should be able to use additional emergency battery. In this case, the usage of powerful transmitters can reduce survivability of the post-emergency monitoring system by limiting its working time without battery recovery.

3 The Basic Principles of Self-Descriptiveness, Survivability and Veracity

To support the uninterrupted long functioning of the post-emergency monitoring system on in base of the wireless network within the noise high level environment we are required to reduce significantly a distance of the wireless communication as well as increase essentially the noise resistance of such communication. The first requirement can be satisfied through the usage of intermediate repeater modules. These modules have to be mobile in order to: (i) be located in the distance before the accident, such distance practically excludes them from the damage during the accident; (ii) fairly quickly (within minutes) occupy a proper place according to the accident’s nature, as well as, noise level and the distance to the serviced measurement and control modules; (iii) move (change the dislocation place) according to the environment changes, specified in point (ii).

The mentioned above requirements can be easily implemented, when repeater modules are moved by air. Recently drones became to be used widely [9-11]. Nowadays, they are the most profitable platform where repeater modules can be placed. Such solution provides the maximum access to the required location as well as high-speed movement. Network of repeaters based on drones, which are located at the considerable distance from NPP and fly to locations after the accident, is able to provide the necessary data flow in minutes after the accident occurred.

To increase the wireless communication resistibility to noises, it is necessary to implement error correction and detection codes [12, 13]. However, for such environments it is required to provide noise immunity for data and instructions, as well as, for all communication systems. Existing protocols are designed for the normal noise level [14] only, and they may not function properly during the accident at NPP. It is neces-
sary therefore to develop a communication protocol able to function at the allowable noise level that corresponds to the most severe post-emergency conditions in NPP. On other hand, the high noise immunity requires using the redundant codes, therefore it is necessary to archive essentially the sensor data before coding that enables to reduce a traffic [15].

To ensure the sufficient bandwidth of communication channels it should be possible to provide a parallelization of data streams [16] i.e. a distribution of measurement and control modules between different repeater modules. However, to maintain the self-descriptiveness of the post-emergency monitoring system at a sufficient level it’s necessary to provide the dynamic adaptation of repeater modules and the software-technical reconfiguration of the structure according to system functioning conditions. Some repeaters may be damaged in the post-emergency conditions or may return to the place of deployment for the battery recharging. In such cases their traffic must be taken by other repeaters.

Survivability of the post-emergency monitoring system is ensured, firstly, by providing the additional battery for a consumption of measurement and control channels. Thus, it is necessary to save the battery charge for the longer system operation. For this purpose, besides of using the energy-efficient hardware, the wireless transmitter’s power should be reduced as much as possible. This can be achieved by reducing the distance between repeaters from one side, and served by them measurement and control modules from other side. It is possible to do that by optimizing the distribution of the serviced measurement and control modules between different repeaters. However, to minimize the energy consumption, it is possible to use a dynamic evaluation of errors level during the data exchange as well as adaptation of transmitter’s capacity to such level.

Secondly, a high survivability of the post-emergency monitoring system is provided by different features of network repeaters. They appear on the place of accident after its occurrence (they cannot be damaged during the accident) and must be able to reallocate data streams dynamically, and optimize the own position regarding the serviced measurement and control modules, as well as a configuration of the territory and occurrence of mechanical obstacles. Drone-repeaters have to restore the battery charge during the temporary return to the service base. It should be possible to have additional drones replacing the damaged ones.

The high veracity of the data flow should be ensured by the constant self-testing of channel repeaters. Thus, it is not necessary to provide by default a frequent self-testing procedure. The usage of noise immunity codes with errors correction will allow running a current control of communication channels for errors level. At the same time, the errors level reflects the level of noise and generates information for a subsystem of drones’ optimal placement. Thus, it is possible to choose the location and transmitting power within the high level of errors. However, such level has to be acceptable for a given system of noise-immune coding.

Ensuring the self-testing procedure for the measurement and control modules should be considered as a separate problem. Those modules can be damaged during the accident or after it, for example, due to the penetrating radiation. Hence data reliability can be achieved by introducing the metrological support autonomous subsystems for the measurement and control modules [17-19]. These subsystems must be
resistant to errors of its components which can increase rapidly in the post-emergency conditions, for example, due to the penetrating radiation.

Thus, the following principles of the system functioning are proposed:

- A communication network of the system for the NPP post-emergency condition monitoring is put in the drones group (fleet), that located permanently at a considerable distance from the NPP. The communication network is deployed after the accident, when drones are flying into the accident zone.
- Drones fleet is divided by the role and equipment into: repeaters, observers (equipped with a TV camera) and additional sensors (they can be located in drones or be dropped down in certain places). Drones should be able to change their role by upgrading equipment at the location base.
- Drone-repeaters work together on a principle of “one leader”. This principle ensures a maximum reliability of the wireless communication system (a minimum of collisions). If the “leading drone-repeater” (Master) is damaged then other drone-repeater takes Master functions, for example, drone with the smallest working time(among all involved ones) at the accident place.
- The Master drone-repeater determines the location zone per each drone-repeater and measurement modules which will interact with Master, or some other task.
- Each drone-repeater independently selects a location with the minimum noise (as given areas by Master), and the necessary transmitter power for measurement modules (in terms of errors in transmitted data), and the possibility of landing (with the permission of the Accident Liquidation Centre, according to the accident assessment using drones observers).
- Drone-observers enable to run the continuous visual monitoring of the accident location for: actions assessing the drones of other purpose, selecting the safe places for drone-repeater landing, assessing the trajectory of drone-sensors and their location.
- Measurement and control modules are equipped with backup batteries, blocks of wireless communication, as well as, self-testing and self-diagnostic systems.
- To meet the system requirements the self-adaptability, self-testing and self-healing procedures are used.

4 Structure of the System

The constantly active wire network of the measurement and control modules and its wireless extension [20] includes sensors and actuators from 1 to \( n \) which are connected to \( m \) traditional measurement and control modules (Fig. 1). Each of them includes the multichannel analog to digital converter ADC or digital to analog converter DAC, microcontroller of the traditional data processing and an adapter of the wired interface. Through this interface the measurement and control modules interact with the control and decision making center receiving commands and sending measurement results. To provide the work of those modules within the system of post-emergency monitoring each module is equipped with an additional wireless microcontroller which receives data from the wireless network, or prepares data for the transmission through wireless network. This microcontroller operates only in pre-
emergency and post-emergency modes. It receives measurement results (from the measuring module microcontroller or adapter of wired interface), then compresses, encodes and transmits it through the wireless interface. Measurement and control modules, with the absence of network power, are charged from the independent accumulator unit (it is not presented on Fig 1).

In the normal exploitation mode the data and commands exchange is running through the wired network. If it is damaged during an accident, another wireless network is created on the basis of drones. Due to “Master’s” commands drones are situated in the air in a way to run following functions: to cover all measuring modules which are equipped with the wireless connection; to distribute data streams through drones as evenly as possible; to secure the highest possible veracity of the transmission for sensor data and controlling commands; to avoid obstacles and making no obstacles per each other.

In the independent power supply of the measurement and control modules (from the backup accumulators only) it is very important to minimize their power consumption. For this purpose all possibilities have to be explored including a limitation of the wireless interface power, and drones must be placed in the appropriate zones close enough to the signal sources. Error level during the message exchange can be considered as one of the important criteria for the effective energy-saving. If the error level is acceptable for the selected coding method then it is enabled to try decreasing the transmitter’s power of the wireless interface both as a part of measuring modules and a part of drones.

Fig. 1. Structural scheme of wired network for measurement and control modules and its wireless extension

In its turn the request to draw closer to the signal sources is connected closely with the running the principles 4 and 5 above. Hence all drones have to be equipped with
rather the high quality navigation system. Such system must provide different types of navigation below:

- Using the existing system of the global navigation (GPS) [21]. Note the level of noises is increasing rapidly in post-emergency conditions at the NPP. At the same time the signal from the GPS satellite is rather weak. So a probability is very high that such signal cannot be able for a reliable navigation;
- Using the local system of beacons similar to the GPS [22 – 25]. A distance to the local beacons (sources of the individual signals which location is tied to the local terrain map) may be even thousand times smaller. Ensuring the required signal level, even if it being powered from the accumulators, won’t be a problem;
- Protection from collisions with the local obstacles is better performed using the ultrasound location [25, 26]. But the ultrasound probing impulses must have the unique individual coding. Otherwise the impulses from the other drones will be accepted as native ones, hence the defense system against the collision with the obstacles will be out of an order;
- The previous analysis showed the ultrasound locating system is extremely inaccurate, and it is too slow in dynamic conditions. It will not be able therefore to prevent a collision of the drones between each other. The assessment of the protection variants against such collisions showed that the better variant would be considered when positions of all drones are taking into account by the “leading” one (Master) with its following delivering commands about the positions and movement vectors per each subordinate (Master – Slave principle). However, when the Master is damaged, the system becomes inoperable. Hence it is necessary to try predicting a possibility with commands absence from the Master when its function may be replaced by each (or assigned one) drone [27, 28]. To avoid the collisions, such kind of replacement should be organised according to the hierarchical principle.

Note that sensor data collection and actuators control (exchange in the network of measurement and control modules), and retransmitting of these data (message exchange with the center of decision making and control), and drones control (following the “Master’s” commands) are different tasks which have very little in common. Except while running the exchange task in the network of the measurement and control modules, the errors level may be defined and this information should be included when selecting the place for drone’s dislocation. That’s why to increase the reliability of the post-emergency monitoring system’s functioning it is reasonable to divide the solution of these tasks above on the hardware level. Those tasks must be run by different microcontrollers equipped with their own peripheral devices. During this it is expedient to form the three independent wireless networks of data exchange (measurement and control modules, retransmitted data and drones control networks) with will not conflict with each other, create queues, and etc.

5 Reliability Models

According to the proposed concept the three systems of post-emergency monitoring systems (S1, S2, S3) and reliability block diagrams (correspondingly: RBD1 (Fig. 2), RBD2 (Fig. 3) and RBD3 (Fig. 4)) have been developed.
Fig. 2. Reliability block diagram of the system with general sensors, where Si (Srv) – sensors (redundant sensors), SS – sensor system, SW – switching units, CS – sensor controller, CD – drone system interface controller, CW – wire system interface controller, CU – controller unit, DR – drone transmission system, DM – drone monitoring system, Rj – transmission drones, Mb – monitoring drones, WS - wired system, CC – crisis centre

Fig. 3. Reliability block diagram of the system with separated zones of sensors and drones

Fig. 4. Reliability block diagram of the system with separated zones of sensors and general drone fleet

Each system has a general way for increasing the system reliability, which includes sliding redundancy in SS, DR and DM – any failed element of the main chain ((S1-S2-⋅⋅⋅-Sk) for SS, (R1- R2-⋅⋅⋅-Rq) for DR and (M1- M2-⋅⋅⋅-Mg) for DM) can be replaced by means of any element of the redundancy chain ((Sr1- Sr2-⋅⋅⋅-Srm) for SS, (Rr1- Rr2-⋅⋅⋅-Rrp) for DR and (Mr1- Mr2-⋅⋅⋅-Mrp) for DM). Moreover, each system
has a possibility to replace the failed main chain by means of the redundancy chain: (DR-DM) by means of (CW-WS) for S1, (CD-DR-DM) by means of (CW-WS) for S2, (WS1-WS2-···-WSn) by means of ((DR-DM)1-(DR-DM)2-···-(DR-DM)m) for S3.

Based on the proposed reliability block diagrams we can obtain the following formulas for calculating the reliability function (RF) per each of these systems:

\[
P_{S1}(t) = p_{SS}(t) \cdot p_{CS}(t) \left[1-(1-p_{CS}(t)) \cdot p_{DM}(t) \cdot (1-p_{CW}(t)) \cdot p_{WS}(t)\right] \cdot p_{CC}(t),
\]

where

\[
p_{SS}(t) = e^{-k \cdot \lambda_S \cdot t}, \quad p_{CS}(t) = e^{-\lambda_C \cdot t}, \quad p_{CD}(t) = e^{-\lambda_{CD} \cdot t},
\]

\[
p_{DR}(t) = e^{-q \cdot \lambda_R \cdot t}, \quad p_{DM}(t) = e^{-q \cdot \lambda_M \cdot t}, \quad p_{CW}(t) = e^{-\lambda_CW \cdot t},
\]

\[
p_{WS}(t) = e^{-\lambda_{WS} \cdot t}, \quad p_{CC}(t) = e^{-\lambda_{CC} \cdot t}.
\]

\[
P_{S2}(t) = \left[\left(\sum_{i=0}^{m} p_{SS}(t) \cdot p_{CU}(t) \cdot \left[1-(1-p_{DR}(t) \cdot p_{DM}(t)) \cdot (1-p_{WS}(t))\right]^{m-i} \cdot p_{CC}(t)\right)\right]^{m} \cdot p_{CC}(t),
\]

where \( p_{CU}(t) = e^{-\lambda_{CU} \cdot t} \).

\[
P_{S3}(t) = \left(\sum_{i=0}^{m} p_{SS}(t) \cdot p_{CU}(t) \cdot \left[1-(1-p_{DR}(t) \cdot p_{DM}(t)) \cdot (1-p_{WS}(t))\right]^{m-i} \cdot p_{CC}(t)\right)
\]

The fact, that each of the systems has devices with redundancy elements, enables to consider both those devices separately as well as systems with a multi-level degradation [29, 30]. For example, in the Table 1-3 the degradation levels with corresponding characteristics for the systems SS, DR, DM are shown.

**Table 1.** Degradation levels characteristics of sensor system

<table>
<thead>
<tr>
<th>Number of the degradation level</th>
<th>Condition that determines the degradation level</th>
<th>Formula for calculating the RF</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m+1 )</td>
<td>All elements of the main chain (S1- S2-···-Sk) are functioning, all elements of the redundancy chain (Sr1- Sr2-···-Srnm) are functioning</td>
<td>( p_{SS}(t) = e^{-k \cdot \lambda_S \cdot t} \cdot \sum_{i=0}^{m} \frac{k \cdot \lambda_S \cdot t}{i!} )</td>
</tr>
<tr>
<td>( m )</td>
<td>All elements of the main chain (S1- S2-···-Sk) are functioning, one element of the redundancy chain (Sr1- Sr2-···-Srnm) is failed, or it is functioning instead of a failed element for the main chain</td>
<td>( p_{SS}(t) = e^{-k \cdot \lambda_S \cdot t} \cdot \sum_{i=0}^{m-1} \frac{k \cdot \lambda_S \cdot t}{i!} )</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Number of the degradation level</td>
<td>Condition that determines the degradation level</td>
<td>Formula for calculating the RF</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>-------------------------------------------------</td>
<td>--------------------------------</td>
</tr>
<tr>
<td>1</td>
<td>All elements of the main chain (S1-S2-⋯-Sk) are functioning, m elements of the redundancy chain (Sr1-Sr2-⋯-Srm) are failed, or they are functioning instead of failed elements for the main chain</td>
<td>$P_{SS}(t) = e^{-k_A t} \cdot \sum_{i=0}^{m-m} \frac{k_A i} {i!} = e^{-k_A t} \sum_{i=0}^{m-m} \frac{k_A i} {i!}$</td>
</tr>
<tr>
<td>0</td>
<td>At least one of the elements of the main chain (S1-S2-⋯-Sk) is failed, m elements of the redundancy chain (Sr1-Sr2-⋯-Srm) are failed or they are functioning instead of failed elements for the main chain</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2. Degradation levels characteristics of drone transmission system

<table>
<thead>
<tr>
<th>Number of the degradation level</th>
<th>Condition that determines the degradation level</th>
<th>Formula for calculating the RF</th>
</tr>
</thead>
<tbody>
<tr>
<td>p+1</td>
<td>All elements of the main chain (R1-R2-⋯-Rq) are functioning, all elements of the redundancy chain (Rr1-Rr2-⋯-Rrp) are functioning</td>
<td>$P_{DR(d=p+1)}(t) = e^{-q_R t} \cdot \sum_{j=0}^{p} q_R j!$</td>
</tr>
<tr>
<td>p</td>
<td>All elements of the main chain (R1-R2-⋯-Rq) are functioning, one element of the redundancy chain (Rr1-Rr2-⋯-Rrp) is failed or it’s functioning instead of a failed element for the main chain</td>
<td>$P_{DR(d=p)}(t) = e^{-q_R t} \cdot \sum_{j=0}^{p-1} q_R j!$</td>
</tr>
<tr>
<td>…</td>
<td>…</td>
<td>…</td>
</tr>
<tr>
<td>1</td>
<td>All elements of the main chain (R1-R2-⋯-Rq) are functioning, p elements of the redundancy chain (Rr1-Rr2-⋯-Rrp) are failed or they are functioning instead of failed elements for the main chain</td>
<td>$P_{DR(d=1)}(t) = e^{-q_R t} \cdot \sum_{j=0}^{p-1} q_R j!$</td>
</tr>
<tr>
<td>0</td>
<td>At least one of the elements for the main chain (R1-R2-⋯-Rq) is failed, p elements of the redundancy chain (Rr1-Rr2-⋯-Rrp) are failed, or they are functioning instead of failed elements for the main chain</td>
<td>$P_{DR(d=0)}(t) = 0$</td>
</tr>
</tbody>
</table>
Table 3. Degradation levels characteristics of drone monitoring system

<table>
<thead>
<tr>
<th>Number of the degradation level</th>
<th>Condition that determines the degradation level</th>
<th>Formula for calculating the RF</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h+1$</td>
<td>All elements of the main chain (M1- M2-⋯-Mg) are functioning, all elements of the redundancy chain (Mr1- Mr2-⋯-Mrp) are functioning</td>
<td>$P_{DM(d=h+1)}(t) = e^{-\gamma \lambda_{M} \cdot t} \cdot \sum_{l=0}^{h} \frac{\gamma_{l} \lambda_{M_{l}} \cdot t}{l!}$</td>
</tr>
<tr>
<td>$h$</td>
<td>All elements of the main chain (M1- M2-⋯-Mg) are functioning, one element of the redundancy chain (Mr1- Mr2-⋯-Mrp) is failed, or it’s functioning instead of a failed element for the main chain</td>
<td>$P_{DM(d=h)}(t) = e^{-\gamma \lambda_{M} \cdot t} \cdot \sum_{l=0}^{h-1} \frac{\gamma_{l} \lambda_{M_{l}} \cdot t}{l!}$</td>
</tr>
<tr>
<td>$1$</td>
<td>All elements of the main chain (M1- M2-⋯-Mg) are functioning, $h$ elements of the redundancy chain (Mr1- Mr2-⋯-Mrp) are failed, or they are functioning instead of failed elements for the main chain</td>
<td>$P_{DM(d=1)}(t) = e^{-\gamma \lambda_{M} \cdot t} \cdot \sum_{l=0}^{h} \frac{\gamma_{l} \lambda_{M_{l}} \cdot t}{l!}$</td>
</tr>
<tr>
<td>$0$</td>
<td>At least one of the elements of the main chain (M1- M2-⋯-Mg) is failed, $h$ elements of the redundancy chain (Mr1- Mr2-⋯-Mrp) are failed, or they are functioning instead of failed elements for the main chain</td>
<td>$P_{DM(d=0)}(t) = 0$</td>
</tr>
</tbody>
</table>

Using the data from Tables 1-3 and assuming that devices CS, CD, CW, WS, CC are characterized by a two-level degradation (these devices have only 1 and 0 degradation level), we can determine levels and provide characteristics per each of them per each of the systems S1, S2, S3 correspondingly.

For example, in the table 4 the characteristics of the given degradation level $a$ for the system with common sensors S1 are shown, and in Table 5 the characteristics of the lowest degradation level for the system S1 are shown too.
Table 4. Characteristics of the given degradation level $a$ for system S1 according to degradation levels of devices, which this system includes

<table>
<thead>
<tr>
<th>Degradation level of the system</th>
<th>Shorthand names for the devices</th>
<th>SS</th>
<th>DR</th>
<th>DM</th>
<th>CS</th>
<th>CD</th>
<th>SW</th>
<th>WS</th>
<th>CC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>Degradation level of the device</td>
<td>$m$ (Tab.1)</td>
<td>$p+1$ (Tab.2)</td>
<td>$h+1$ (Tab.3)</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Formula for calculating the RF

\[
P_{S1(d=a)}(t) = e^{-k \cdot \lambda_S \cdot t} \cdot \sum_{i=0}^{m} \frac{k \cdot \lambda_S \cdot t}{i!} \cdot e^{-g \cdot \lambda_S \cdot t}.
\]

\[
+ \sum_{j=0}^{p} \frac{q \cdot \lambda_R \cdot t}{j!} \cdot e^{-g \cdot \lambda_R \cdot t} \cdot \sum_{i=0}^{h} \frac{g \cdot \lambda_M \cdot t}{i!} \cdot e^{-\lambda_M \cdot t}.
\]

\[
- e^{-\lambda_C \cdot t} \cdot e^{-\lambda_D \cdot t} \cdot e^{-\lambda_C \cdot t}.
\]

Table 5. Characteristics of the lowest degradation level for the system S1

<table>
<thead>
<tr>
<th>Degradation level of the system</th>
<th>Shorthand names for the devices</th>
<th>SS</th>
<th>DR</th>
<th>DM</th>
<th>CS</th>
<th>CD</th>
<th>SW</th>
<th>WS</th>
<th>CC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Degradation level of the device</td>
<td>1  (Tab.1)</td>
<td>0  (Tab.2)</td>
<td>0  (Tab.3)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Formula for calculating the RF

\[
P_{S1(d=1)}(t) = e^{-k \cdot \lambda_S \cdot t} \cdot e^{-\lambda_C \cdot t} \cdot e^{-\lambda_D \cdot t} \cdot e^{-\lambda_C \cdot t}.
\]

Similar tables are available for systems S2 and S3 too. For example, the characteristics of their lowest degradation levels are given in Tables 6 and 7 correspondingly.

Table 6. Characteristics of the lowest degradation level for the system S2

<table>
<thead>
<tr>
<th>Degradation level of the system</th>
<th>Shorthand names for the devices</th>
<th>SSi</th>
<th>D Ri</th>
<th>DM i</th>
<th>CUi</th>
<th>WSi</th>
<th>CC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Degradation level of the device</td>
<td>1 (Tab.1)</td>
<td>0 (Tab.2)</td>
<td>0 (Tab.3)</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Formula for calculating the RF

\[
P_{S2(d=1)}(t) = \left( e^{-k \cdot \lambda_S \cdot t} \cdot e^{-\lambda_C \cdot t} \cdot e^{-\lambda_D \cdot t} \right)^p \cdot e^{-\lambda_C \cdot t}.
\]
Table 7. Characteristics of the lowest degradation level for the system S3

<table>
<thead>
<tr>
<th>Degradation level of the system</th>
<th>Degradation level of the device</th>
<th>Shorthand names for the devices</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SSi</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>1</td>
</tr>
</tbody>
</table>

Formula for calculating the RF

\[ P_{S(\text{d}=1)}(t) = (e^{-k_{SS} \cdot t} \cdot e^{-\lambda_{CU} \cdot t})^n \cdot (e^{-q_{WS} \cdot t} \cdot e^{-\lambda_{DR} \cdot t})^m \cdot e^{-\lambda_{CC} \cdot t} \]

6 Conclusions

A proposed concept of NPP post-emergency monitoring based on drones satisfies requirements to self-descriptiveness and survivability and veracity. Such approach enables: (i) to avoid the unacceptable damage and fatal failure of post-emergency monitoring system during the accident (ii) to ensure the minimal time of system deployment (iii) to provide the sufficient bandwidth of communication channels with possible (if needed) extension (iv) to employ the recovery operation if components are damaged(v) to ensure the ability of flexible usage for other problems solving (delivery of sensors and other needed equipment to the certain location).

Proposed framework models of assessing the reliability and survivability enable to compare the output options for its further selection. Future studies should be related to the specification of output parameters as well as detailed analysis of their values for fixed solutions of systems design. Moreover it is necessary to specify the models of failures due to accidents for survivability computing.
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1 Introduction

1.1 Motivation

Nowadays the development of fault-tolerant computer-based systems (FTCSs) is a part of weaponry components, space, aviation, energy and other critical systems. One of the main tasks is to provide requirements of reliability, availability and functional safety. Thus the two types of possible risks relate to the assessment of risk, and to ensuring their safety and security.

Reliability (dependability) related design (RRD) [1-6] is a main part of development of complex fault-tolerant systems based on computers, software (SW) and hardware (HW) components. The goal of RRD is to develop the structure of FTCS tolerating HW physical failure and SW designs faults and assure required values of reliability, availability and other dependability attributes. To ensure fault-tolerance software, two or more versions of software (developed by different developers, using other languages and technologies, etc) are used [7]. Therefore use of structural redundancy for FTCS with multiple versions of software is mandatory. When commissioning software some bugs (design faults) remain in its code [8], this leads to the shutdown of the FTCS. After detection the bugs, a software update is carried out. These factors have influence on the availability of the FTCS and should be taken into account in the availability indexes. During the operation of FTCS it is also possible that the HW will fail leading to failure of the software. To recover the software operability, an automatic restart procedure, which is time consuming, is performed. The efficiency of fault-tolerant hardware of FTCS is provided by maintenance and repair.

Insufficient level of adequacy of the availability models of FTCS leads either to additional costs (while underestimating of the indexes), or to the risk of total failure (when inflating their values), namely accidents, material damage and even loss of life. Reliability and safety are assured by using (selection and development) fault-tolerant structures at RRD of the FTCS, and identifying and implementing strategies for maintenance. Adoption of wrong decisions at this stage leads to similar risks.

1.2 Related Works Analysis

Research papers, which focus on RRD, consider models of the FTCS. Most models are primarily developed to identify the impact of one the above-listed factors on reliability indexes. The rest of the factors are overlooked. Papers [4, 5] describe the reliability model of FTCS which illustrates separate HW and SW failures. Paper [6] offer reliability model of a fault-tolerant system, in which HW and SW failures are differentiated and after corrections in the program code the software failure rate is accounted for. Paper [8] describes the reliability model of the FTCS, which accounts for the software updates. In paper [10] the author outlines the relevance of the estimation of the reliability indexes of FTCS considering the failure of SW and recommends a method for their determination. Such reliability models of the FTCS produce analysis of its conditions under the failure of SW. This research suggests that $MTTF_{system}=MTTF_{software}$. Thus, it is possible to conclude that the author considers the HW of the FTCS as absolutely reliable. Such condition reduces the credibility of the
result, especially when the reliability of the HW is commensurable to the reliability of the SW. Paper [11] presents the assessment of reliability parameters of FTCS through modeling behavior using Markovian chains, which account for multiple software updates. Nevertheless there was no evidence of the quantitative assessments of the reliability measures of presented FTCS.

In paper [12], the authors propose a model of FTCS using Macro-Markovian chains, where the software failure rate, duration of software verification, failure rate and repair rate of HW are accounted for. The presented method of Macro-Markovian chains modeling [12, 13] is based on logical analysis and cannot be used for profound configurations of FTCS due to their complexity and high probability of the occurrence of mistakes. Also there is a discussion around the definition of requirements for operational verification of software of the space system, together with the research model of the object for availability evaluation and scenarios preference. It is noted that over the last ten years out of 27% of space devices failures, which were fatal or such that restricted their use, 6% were associated with HW failure and 21% with SW failure.

Software updates are necessary due to the fact that at the point of SW commissioning they may contain a number of undetected faults, which can lead to critical failures of the FTCS. Presence of HW faults relates to the complexity of the system, and failure to conduct overall testing, as such testing is time consuming and needs substation financial support. To predict the number of SW faults at the time of its commissioning various models can be used, one for example is Jelinski-Moranda [14].

A goal of the paper is to suggest a technique to develop a Markovian chain for critical NPP I&C system with different redundancy types (first of all, structure and version) using the proposed formal procedure and tool. The main idea is to decrease risks of errors during development of Markovian chain (MC) for systems with very large (tens and hundreds) number of states. We propose a special notation which allows supporting development chain step by step and designing final MC using software tools. The paper is structured in the following way. The aim of this research is calculating the availability function of critical NPP I&C system with version-structural redundancy and double software updates.

To achieve this goal we propose a newly designed reliability model of critical NPP I&C system. As an example a special critical NPP I&C system is researched (Fig.1). The following factors are accounted for in this model: overall reserve of critical NPP I&C system and joint cold redundancy of modules of main and diverse systems of critical NPP I&C system; the existence of three software versions; SW double update; physicals fault.

Structure of the paper is the following. Researched critical NPP I&C system is described in the second section. An approach to developing mathematical model based on Markovian chain and detailed procedure for the critical NPP I&C system are suggested in the third and fourth sections correspondingly. Simulation results for researched Markov’s model are analyzed in the section 4. Last section concludes the paper and presents some directions of future researches and developments.
2 Researched Typical NPP Instrumentation and Control Systems Based on Digital Platform

Here we provide the structure (Fig.1) of researched typical NPP Instrumentation and Control system (I&C) based on the digital platform [15]. This platform consists of main and diverse systems which are based on the Field Programmable Gates Arrays (FPGA) chips [16]. Main and Diverse systems based on the FPGA safety controller (FSC) with three parallel channels on voting logic “2-out-of-3”.

![Fig. 1. Configuration of critical NPP I&C systems](image)

This architecture consists of two system (main, diverse) each of them consists three channels connected in parallel with majority voting arrangement for the output signals, such that the output state is not charged if only one channel gives a different result, which disagrees with the other two channels.

The signals from Main and Diverse systems are comparing by element OR.

3 Methods to Forecast the Number of Software Failures and the Software Failure Rate

The papers [18, 19] describe methods of predicting numbers of undetected SW design faults. This method is based on the SW reliability model with index of complexity [20, 21]. The SW reliability model [20] describes the behavior of SW failures in non homogeneous Poisson process forms. The cumulative number of SW failures up to time $t$ is calculated based on formula (1):

$$m(t) = \alpha - \beta t e^{-\beta t} + sG_{\rho}(s),$$

where $G_{\rho}(p) = \int_0^{\rho} t \rho^{-1} e^{-t} dt$ – an incomplete gamma function, $\alpha$ – the coefficient which describes the total number of SW failure, $\beta$ – the factor that represents the rate of
detection of SW failures, $s$ – an index of SW complexity.

Work [21] researches and specifies the intervals of value of the complexity index of SW $s$. This circumstance has allowed for the elaboration of a formal selection rule for SW reliability models with different complexity indexes. The total number of SW failures (and, consequently, the total number of SW design faults $N_{def}$, on condition that one SW failure is caused by one SW design fault) is determined by the value of the function of the cumulative number of SW failures (1) at $t \to \infty$:

$$N_{def} = m(\alpha) = \alpha \beta G(s),$$

where $G(s)$ – the Gamma function.

To estimate the undetected numbers of SW design faults, the following steps [22] should be performed:

- carry out SW testing and represent the result as the number of SW failures in defined interval. The input range of statistical sampling is divided into equal interval $1 \leq 5\lg(n)$ (where $n$ – the total number of SW failures obtained during testing);
- define the point estimates of the reliability SW model parameters $\alpha$, $\beta$, and define parameter $s$ by using the method of maximum likelihood [20];
- carry out the Kolmogorov – Smirnov test for quality, reviewing the experimental reliability model described;
- use the point estimates of the reliability SW model parameters according to (2) the defined total number of SW design faults $N_{def}$. The forecast for the number of undetected SW design faults is obtained by subtracting the total number of SW design faults $N_{def}$ and defined SW design faults.

Using regression analysis [18, 19], it is possible to:

- increase the accuracy of the forecast of the total number of SW design faults using formula (2); or
- decrease the time required to forecast the number of SW design faults.

The number SW faults depends on the duration of SW testing, which provides information about SW failure behavior. The variable $N_{def}$ from formula (2) was estimated using a nonlinear regression with explanatory variables $T_i$ – time of SW testing. The following equation (3) was used as the regression equation.

$$N_{def}(T_i) = A\left(1 - \exp\left(-k(T_i - T_c)^d\right)\right),$$

where $A$, $k$, $d$, $T_c$ – parameters of the regression equation.

It is then possible to determine the adjusted forecast of the total number of SW failures $N_{def}$ from equation (3) on condition of the time of SW testing being unlimited ($T_i \to \infty$). Based on the equation (3) the total number of SW failure is equal to the value of regression parameter $A$.

To estimate the adjusted forecast for the total number of undetected SW failures $N_{def}$, the following steps should be performed:
— during the SW testing procedure, it is necessary to calculate the point estimates of the reliability SW model parameters $\alpha$, $\beta$ and $s$ [20] by using the methods of maximum likelihood on the interval $(0; T_i)$, where $T_i$ - the current moment of SW testing. It is also necessary to calculate $N_{def}(T_i)$ according the equation (2); estimate the parameter of regression equation (3) by using the least squares method for set of $N_{def}(T_i)$; $N_{def}^* = A$; the forecast number of undetected SW faults is determined by subtracting the number of detected and fixed SW faults from $N_{def}^*$; in the case where a continuation of the process for SW testing is necessary, go back to step 1 and continue adding the new value to set $N_{def}(T_i)$.

An example of dependence $N_{def}(T_i)$ [19] which was obtained during the SW testing procedure is presented in figure 2.

![Figure 2](image-url)  
**Fig. 2.** Dependents of forecasting the numbers of SW faults $N_{def}$ (points), which was calculated according equation (2) from the SW testing durations and appropriated regression equation (line)

In this case, using the methods of forecasting the SW failure numbers and equation (3) increases the accuracy of forecasting by 2-3%. Also, this method decreases the time required to forecast the number of SW failures [19].

An advantage of the SW reliability model [20] is that it is possible to estimate the SW failure rate based on SW testing results at the appropriate level of the life cycle. The SW failure rate depends on the time of SW testing (this dependence is caused by correction of the SW faults on the appropriate live cycle). The relationship takes the form (4):

$$\lambda(t) = \frac{dn_{def}(t)}{dt} = \alpha \beta t e^{-\beta t},$$ (4)
As a result of using equation (4), the point value of the model parameters and the
duration of SW, it is possible to calculate the SW failure rate \( \lambda_{SW} \) – which is constant
in time. It is necessary to estimate the value of \( \lambda_{SW} \), the availability of the I&C NPP
system based on Markovian analysis.

The authenticity of the estimate of the undetected SW faults [23, 24] is provided by
forecasting the SW failure numbers (as result SW faults) based on artificial neural
networks (NN) with radial basis function (RBF). The NN RBF is a nonparametric
model of behavior of SW reliability which does not require a priori knowledge and
assumptions about the behavior of SW failure. In this research, input data about SW
failures were presented in cumulative time series form. The cumulative time series is
used for learning about the neural networks RBF and for forecasting the value of SW
failure on subsequent time series.

The most reasonable results of forecasting SW failure are obtained by using NN
RBF with an Inverse Multi-quadratic function (10 neurons in input layer and 30 neu-
rons hidden layer) [24]. In this configuration, the mean square error of approximation
is 1,0%. The coefficient of determination between the forecasting and controlled se-
ries is 0,9965. Although the accuracy of forecasting decreases by 1,7%, it is possible
to reduce the duration of learning time of the neural network by 3-6 times by using a
Gaussian function (15 neurons in the input layer and 10 neurons in the hidden layer)
[23, 24].

As a result of the different SW systems analysed, a configuration of neural network
RBF was conducted that could be used for time series forecast with homogeneous
failure process represented by a cumulative time series.

Figure 3 presents an example of forecasting \( t \), specifically, the total number of SW
failures of the web-browser Chromium for forecast using the neural network RBF with
parameters listed above.

![Diagram](image)

**Fig. 3.** An example of forecasting \( t \), the total number of SW failures of web-browser
Chromium, using the neural network RBF
This parts of paper outlines the estimated numbers of undetected SW faults using two methods based on regressions analysis and neural networks. This is used for reliably estimating the number of undetected SW faults and ensures the requirements of standard [25] are satisfied. It is considered acceptable when number of SW faults calculated by two methods is equal to or less than the standards requirement.

4 Markov’s Model for Critical NPP I&C Systems with Software Updates

The method of automated development the Markovian chain of the researched critical NPP I&C systems is described in the works [9, 26]. It involves a formalized representation of the object of study as a “structural-automated model”. To develop this availability model of the critical NPP I&C systems one needs to perform the following tasks: develop a verbal description of the research object (fig. 1); define the basic events; define the components of vector states, which can be described as a state of random time; define the parameters for the object of research, which should be in the model; and shape the tree of the modification of the rules and component of the vector of states.

4.1 The Procedures to Describe Behavior of the Critical NPP I&C Systems

The critical NPP I&C systems behavior is described by the following procedures:

- Procedure 1. Detection the failure in the critical NPP I&C systems (hardware failure, software failure). Failure can occur in the Main system (MS) and Diverse system (DS).
- Procedure 2. Detection of failure in the MS or in the DS of the critical NPP I&C systems.
- Procedure 3. Connection of the module from cold standby to faulty systems.
- Procedure 4. Loading the software on the module with connections from cold standby to faulty systems.
- Procedure 5. Software updating.
- Procedure 6. Repair (replacement) of the HW of the faulty systems.

4.2 A Set of the Events for the Critical NPP I&C Systems

According to described procedures which determine the behavior of critical NPP I&C systems, a list of events is composed. Events are presented in pairs corresponding to the start and the end of time intervals to perform each procedure. From this list of events for “structural-automated model” basic events are selected [9].

As a result of analysis, seven basic events in particular were determined: Event 1 - “Hardware failure of the MS module”; Event 2 - “Software failure of the MS module”; Event 3 - “Hardware failure of the DS module”; Event 4 - “Software failure of the DS module”; Event 5 - “Completing of the module switching from cold standby to non-operational systems”; Event 6 - “Completing of the software updates procedure”; Event 7 - “Completing of the procedure of the hardware repair”
4.3 Components of Vector States for the Critical NPP I&C Systems

Components of the vector state that can also be described as a state of random time. To describe the state of the system, eleven components are used: V1 – displays the current number of modules in the MS (the initial value of components V1 equal to n); V2 – displays the current number of modules in the DS (the initial value of components V2 equal to k); V3 – displays the current number of modules in cold standby (the initial value of components V3 equal to mc); V4 – displays which software version is operated by the MS (V4=0 – first version, V4=1 – second version, V4=2 – third version); V5 – displays which software version operated by DS (V5=0 – first version, V5=1 – second version, V5=2 – third version); V6 – displays the SW faults in the MS; V7 – displays the SW faults in the DS; V8 – displays the SW failure in the MS; V9 – displays the SW failure in the DS; V10 – displays the number of non-operational module, due to HW failure.

4.4 The Parameters of the Critical NPP I&C Systems Markov’s Model

Developing Markov’s model of the critical NPP I&C systems, its composition and separate components should be set to relevant parameters in particular: n – number of modules that are the part of the MS; k – number of modules that are the part of the DS; mc – number of the modules in the cold standby; \( \lambda_{\text{hw}} \) – the failure rate that is in MS or DS and in the hot standby; \( \lambda_{\text{sw1}}, \lambda_{\text{sw2}} \) – the failure rate of first and second software versions; \( T_{\text{up1}}, T_{\text{up2}} \) – mean time of the first and second software updates; \( T_{\text{switch}} \) – mean time of the module connections from standby; \( T_{\text{rep}} \) – mean time of hardware repair.

4.5 Structural-Automated Model of the Critical NPP I&C System for the Automated Development the Markovian Chain with Software Updates

According to the technology of a modeling, the discrete-continuous stochastic systems [9] based on certain events using the component vector state and the parameters that describe critical NPP I&C systems, and model of the critical NPP I&C systems for automated development of the Markovian chains are presented on the table 1. Below is describes the procedures of structural-automated model development:

Table 1. Structural-Automated Model of the critical NPP I&C systems for the automated development of the Markovian chains

<table>
<thead>
<tr>
<th>Terms and conditions</th>
<th>Formula used for the intensity of the events</th>
<th>Rule of modification component for the state vector</th>
</tr>
</thead>
</table>
| **Event 1. Hardware failure of the MS module**
(V1>=(n-1)) AND (V6=0) | V1 \( \cdot \lambda_{\text{hw}} \) | V1:=V1-1; V8:=V8+1 |
| **Event 2. Software failure of the MS module**
(V1>=(n-1)) AND (V4=0) AND (V6=0) | V1 \( \cdot \lambda_{\text{sw1}} \) | V1:=V1-1; V4:=0; V6:=1 |
<table>
<thead>
<tr>
<th>Terms and conditions</th>
<th>Formula used for the intensity of the events</th>
<th>Rule of modification component for the state vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>(V1&gt;(n-1)) AND (V4=1) AND (V6=0)</td>
<td>V1 \cdot \lambda_{sw12}</td>
<td>V1:=V1-1; V4:=1; V6:=1</td>
</tr>
</tbody>
</table>

**Event 3. Hardware failure of the DS module**

(V2>(k-1)) AND (V7=0)  
V2 \cdot \lambda_{hw}  
V2:=V2-1; V8:=V8+1

**Event 4. Software failure of the DS module**

(V2>(k-1)) AND (V5=0) AND (V7=0)  
V2 \cdot \lambda_{sw11}  
V2:=V2-1; V5:=0; V7:=1

(V2>(k-1)) AND (V5=1) AND (V7=0)  
V2 \cdot \lambda_{sw12}  
V2:=V2-1; V5:=1; V7:=1

**Event 5. Completing of the module switching procedure from cold standby to non-operational systems**

(V1<(n-1)) AND (V3>0) AND (V8>0)  
1/T_{switch}  
V1:=V1+1; V3:=V3-1

(V2<(n-1)) AND (V3>0) AND (V8>0)  
1/T_{switch}  
V2:=V2+1; V3:=V3-1

**Event 6. Completing of the software updates procedure**

(V1<n) AND (V4=0) AND (V6=1)  
1/T_{up1}  
V1:=n; V4:=1; V6:=0

(V1<n) AND (V4=1) AND (V6=1)  
1/T_{up2}  
V1:=n; V4:=2; V6:=0

(V2<k) AND (V5=0) AND (V7=1)  
1/T_{up1}  
V2:=k; V5:=1; V7:=0

(V2<k) AND (V5=1) AND (V7=1)  
1/T_{up2}  
V2:=k; V5:=2; V7:=0

**Event 7. Completing of the procedure of the hardware repair**

(V1<n) AND (V2=k) AND (V6=0) AND (V8>0)  
1/T_{rep}  
V1:=n; V6:=0; V8:=0

(V1=n) AND (V2<k) AND (V7=0) AND (V8>0)  
1/T_{rep}  
V2:=k; V7:=0; V8:=0

(V1<n) AND (V2<k) AND (V6=0) AND (V7=0) AND (V8>0)  
1/T_{rep}  
V1:=n; V2:=k; V8:=0

The number of software updates can be also changed. It is necessary to change vectors V4 and V5 the event 6, that are responsible for the number of updates. For
example, if there are three software updates, the entry component of the event will be as follows:

| \( (V1<n) \) AND \( (V4=2) \) AND \( (V6=1) \) | \( 1/T_{up3} \) | \( V1:=n; \ V4:=3; \ V6:=0 \) |
| \( (V2<k) \) AND \( (V5=2) \) AND \( (V7=1) \) | \( 1/T_{up3} \) | \( V2:=k; \ V5:=3; \ V7:=0 \) |

### 4.6 Automated Development of the Markovian Chain and Determining of Availability Function

The developed availability model of the critical NPP I&C system gives the possibilities according to technology [9] for automated construct of the Markovian chains. This construction provides a software module ASNA [17]. The Markovian chains which take into account the following settings critical NPP I&C system: \( n=3; \ k=3; \ m_c=0; \ \lambda_{sw}; \ \lambda_{sw11}; \ \lambda_{sw12}; \ T_{opt}; \ T_{up2}; \ T_{switch}; T_{rep} \) are consists of 169 state and 436 transitions. Information is available on the status of each software module ASNA we have on file "vector.vs", which is written in the form:

State 1: \( V1=3; \ V2=3; \ V3=0; \ V4=0; \ V5=0; \ V6=0; \ V7=0; \ V8=0 \)
State 2: \( V1=2; \ V2=3; \ V3=0; \ V4=0; \ V5=0; \ V6=0; \ V7=0; \ V8=1 \)
State 3: \( V1=1; \ V2=3; \ V3=0; \ V4=0; \ V5=0; \ V6=0; \ V7=0; \ V8=2 \)
……..
State 169: \( V1=1; \ V2=1; \ V3=0; \ V4=2; \ V5=2; \ V6=0; \ V7=0; \ V8=4 \)

As the configurations of researched critical NPP I&C system changes the dimension of graphs increases. Therefore for the configuration of critical NPP I&C sys (Fig. 1) with one module in a cold standby graph has 506 states and 1434 transitions.

The proposed availability model of critical NPP I&C system can be easily transformed for other features of the object of study. It is enough to: add / remove basic event; attach / remove components of the state vector; and include / exclude parameters that describe the studied system. Based on information about the work of critical NPP I&C system an appropriate change in the model could be made (Fig. 1).

Basing on the Markovian chains formulas for designing of availability critical NPP I&C system can be assembled. One measure of the availability of recovered critical NPP I&C system reveals it is an availability function. Availability functions of critical NPP I&C system is calculated as the sum of the probability functions staying in operable states of chains. Basing on these states the critical NPP I&C system availability function with parameters of critical NPP I&C is determined by the formula (5):
Based on the Markovian chains ("vector.vs") a system of differential equations (6) was formed. Its solution allows us to estimate the function availability value of researched critical NPP I&C system.

\[
\begin{align*}
    \frac{dP_1(t)}{dt} &= 6 \cdot (\lambda_{sw} + \lambda_{sw1}) \cdot P_1(t) + \frac{1}{T_{rep}} \cdot (P_2(t) + P_3(t) + P_4(t) + P_5(t) + P_6(t) + P_7(t) + P_8(t)) \\
    \frac{dP_2(t)}{dt} &= -\frac{1}{T_{rep}} \cdot P_2(t) - 2 \cdot \lambda_{sw} \cdot P_2(t) - 3 \cdot \lambda_{sw} \cdot P_2(t) \\
    \frac{dP_3(t)}{dt} &= \frac{1}{T_{rep}} \cdot P_3(t) - 3 \cdot (\lambda_{sw} + \lambda_{sw1}) \cdot P_3(t) + 2 \cdot \lambda_{sw} \cdot P_2(t) \\
    \vdots \\
    \frac{dP_{168}(t)}{dt} &= -\frac{1}{T_{rep}} \cdot P_{168}(t) + 2 \cdot \lambda_{sw} \cdot P_{167}(t) + 2 \cdot \lambda_{sw1} \cdot P_{167}(t)
\end{align*}
\]

Initial conditions for the system (2) are: \( P_1(t) = 1; P_2(t) \ldots P_{168}(t) = 0. \)

5 Simulation Results

5.1 Research of Influence of Software Updates Duration on the Availability Function

With the assistance of the proposed model, the following questions can be answered: What are the duration values of the first and the second software update (ensuring the values of the availability function of critical NPP I&C system of the initial phase of its operation do not reach below the specified level)? What are the allowed duration values of the first and the second SW updates? How does the correlation between the first and the second SW updates influence on the availability function?

The experiment is conducted for the condition where the duration of the first software update is significantly shorter than the duration of the second update. The duration of the first update is given within 10 - 50 hours, and the duration of the second update - 200 hours. The experiment is conducted with the following parameters critical NPP I&C system: \( \lambda_{sw} = 1 \cdot 10^{-3} \) hour\(^{-1} \); \( \lambda_{sw1} = 2 \cdot 10^{-3} \) hour\(^{-1} \); \( \lambda_{sw12} = 1 \cdot 10^{-3} \) hour\(^{-1} \), \( T_{\text{switch}} = 6 \) min; \( T_{\text{rep}} = 200 \) hour; \( T_{\text{rep}}' = 200 \) hour; \( T_{\text{rep}}'' = 200 \) hour; \( T_{\text{rep}}''' = 20 \) hour; \( T_{\text{rep}}'''' = 20 \) hour; \( T_{\text{rep}}''' = 30 \) hour; \( T_{\text{rep}}'''' = 40 \) hour; \( T_{\text{rep}}''' = 50 \) hour.
The following results are produced by the proposed experiments:

- The minimal decrease level of the availability function of the readiness of critical NPP I&C system in the first and the second experiments is different. Hence could be argued that the first and second software updates has different influence on the reliability behavior of the critical NPP I&C system.
- With the assistance of the proposed model it is possible to choose the duration of software updates that helps to ensure a minimum allowed level of the decrease of the availability function of the critical NPP I&C system.

6 Conclusion

This research presents a model of critical NPP I&C system with double software updates to illustrate automated development of Markovian chains using a special technology and tool ASNA. Also this research presents two methods of forecasting the number of software failure with indexes of complexity and software failure rates.

The presented model can be easily adapted to different configurations of critical NPP I&C system, which envisages the use different majority voting, standby of the hardware part and as a consequence in the majority of software versions from different developers. In fact, this model can be adopted for an arbitrary number of software updates.

Future research has the potential to supplement this model with further factors:

- Erlang distribution for durations of software updates;
- Unsuccessful restarting; unreliable commutation of elements and so on.
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Abstract. The article describes methods for dealing with reliability and fault tolerance issues of cloud datacenters. These methods are mainly focused on the elimination of single point of failure within any component of the cloud infrastructure, including the availability of infrastructure and accessibility of cloud services. The methods for providing the availability of hardware, software and network components are also presented. The analysis of the actual accessibility of the cloud services and the matching of cloud datacenter infrastructure with the level of reliability according to the Tier Classification System is described. Non-compliance of the actual accessibility with the level of High Availability for cloud web services was found.

Keywords. Availability, Accessibility, Cloud Datacenter, Service Reliability

Key Terms. ICTInfrastructure, ICTComponent, WebService, FormalMethod

1 Introduction

High availability is a critical issue for the cloud datacenter. Thus, estimating the financial loss due to the failure of datacenter components, which would result in unavailability of services, is a major part of an economic development plan for any cloud datacenter customer. The complexity of the architecture, meaning the large number of components and diversity approaches in designing the structure of the network infrastructure, causes issues in obtaining accurate evaluation of reliability, availability and accessibility of such systems.

In order to ensure end-user quality of service, the required cloud system should have the appropriate characteristics of reliability and performance. The term reliability refers to the property of an object or system to maintain, over time and within the prescribed limits, the ability to perform the required functions in set modes and conditions of use, maintenance, repair, storage and transportation according to ISO 2382-14:1978 [1]. A major property is failure-free operation, a property of an object that refers to permanent operability during some period of time. Time to failure – time to
the first failure: This property is characterized by the probability of failure-free operation – likelihood of absence of failure within a given operating time.

The main internal property of reliability is availability. Availability reflects the system's ability to perform its functions continuously. The availability coefficient is defined as the probability that at any given time $t$ the object is in working state $s$, except for maintenance periods during which there is no intended use of the system. However, according to the concept of cloud-based architecture, the concept of availability as the main internal property of reliability refers to the entire infrastructure: the value of the availability factor will be determined based on how efficient the functional state of the system is considered and under what conditions the state of the system can be considered workable. The article considers methods for providing the availability of cloud infrastructure and accessibility of cloud services, as well as analyzes the effectiveness of their application based on studies for actual availability of cloud providers' services.

2 State of the Art

Studies’ analysis [2, 3] leads to the conclusion that currently there is ambiguous interpretation of cloud datacenter operability conditions as it depends on the number of available and unavailable services in relation to the total amount of services, at the current time. Seeing as the end user interacts with a specific service of the cloud datacenter, the term of cloud service accessibility is suggested to be used.

Fig. 1. Correlation between availability, reliability and accessibility indicators

Analysis of the sources [4, 5] shows that the most common availability indicator is determined by the following formula:

$$Ka = \frac{MTTF}{MTTF + MTTR},$$

where $Ka$ – availability coefficient,
$MTTF$ – mean time to failure,
$MTTR$ – mean time to recover.

Property of accessibility determines the probability that at any time a certain cloud service will be available to the end user with a satisfactory response time. The main
factor is the accessibility coefficient, which includes not only the availability, but also
the functional properties of the system.

With increasing demands on the quality of services in the IT-infrastructure, any
kind of failures in the network are unacceptable. Even a relatively small packet loss
can have a negative impact on the end-users’ quality of service, especially for critical
and business-critical processes, so the failure of the main switching node, link or in-
terface may have serious consequences for the provider. The design of the cloud data-
center should help minimize network failures and the severity of the consequences of
potential accidents.

Advances in technology and the pace of construction of virtual data centers and
cloud infrastructures have caused the development of requirements for the distribution
functions of management control across multiple geographically dispersed nodes, the
division of responsibility between the teams of technical personnel, the extension of
monitoring and diagnostics functions support high availability and disaster recovery.
According to [6], the datacenter design should include redundant components and
distributed platforms, so that the physical connection and access to resources remain
constant, regardless of the location and value of the current availability and perform-
ance indicators. Furthermore, to protect the competitiveness of enterprises and or-
ganizations that are customers of cloud providers, critical business applications need
to be available 24/7. In case of environmental or technological disasters, the data must
be restored with minimal disruption, calling for an emergency backup and recovery of
business applications and the virtual machine in a different availability zone will en-
sure that user data is protected and accessible from anywhere.

Typically, network architects predict a 4 or 5 “nines” system availability [6]. How-
ever, each additional digit = “9” can significantly increase the cost of deployment. To
achieve near-zero downtime per year of the cloud data center, one must consider not
only the reliability of the hardware and network infrastructure, but also part of soft-
ware.

3 Classification of Cloud Data Centers Based on Tier Standard

Cloud datacenter reliability levels have been identified in the documents "Data Center
Site Infrastructure Tier Standard: Topology" [7] and "Data Center Site Infrastructure
Tier Standard: Operational Sustainability" [8] of the world organization Uptime Insti-
tute [9], which are engaged in the development and verification of detailed require-
ments for a fault-tolerant datacenter infrastructure, certification and issuance of rec-
ommendations and expert advice on data center infrastructure according to the level
of reliability.

Uptime Institute Certification on levels of reliability meets the standard ANSI/TIA-
942-A [6]. Classification of data center infrastructure by levels of reliability is carried
out on the basis of these basic criteria, the degree of redundancy of equipment and
communication channels, the meeting of performance characteristics, functionality,
efficiency and expected availability level. The requirements and recommendations
apply to the following systems and components:

— architecture and topology;
— power supply system;
— cooling system;
— security;
— fire alarm system;
— structured cabling system;
— maintenance.

There are 4 standard levels of reliability:

1. TIER I: Basic Site Infrastructure;
2. TIER II: Redundant Site Infrastructure Capacity Components;
3. TIER III: Concurrently Maintainable Site Infrastructure;
4. TIER IV: Fault Tolerant Site Infrastructure.

Datacenter infrastructure and operating expenses increase in accordance with the reliability level, which gives grounds for datacenter owners to choose the class of reliability at the designing stage and in accordance with their business needs. The results of the comparative analysis of the datacenter infrastructure reliability levels are shown in the table below.

<table>
<thead>
<tr>
<th>Properties</th>
<th>TIER I</th>
<th>TIER II</th>
<th>TIER III</th>
<th>TIER IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level of active equipment redundancy</td>
<td>N</td>
<td>N+1</td>
<td>N+1</td>
<td>2(N+1)</td>
</tr>
<tr>
<td>Redundant channels</td>
<td>1</td>
<td>1</td>
<td>1 active + 1 passive</td>
<td>2 active</td>
</tr>
<tr>
<td>Possibility of maintenance without downtime</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Fault-free operation</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Continuous cooling system</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Availability coefficient, %</td>
<td>99,671</td>
<td>99,749</td>
<td>99,982</td>
<td>99,995</td>
</tr>
<tr>
<td>Downtime per year, h</td>
<td>28,8</td>
<td>22</td>
<td>1,6</td>
<td>0,4</td>
</tr>
</tbody>
</table>

Based on the results of this analysis, the following conclusions are made:
1. The existing Tier Classification System for the reliability assessment of the datacenter infrastructure in terms of business requirements for system performance does not consider the reliability of software components.
2. The classification system of datacenter reliability on Tier levels does not explicitly consider the characteristics of the equipment, such as mean time to failure, which is not correct in assessing the availability of the system.
3. Deploying cloud and business-critical applications requires the highest level of availability TIER IV datacenter infrastructure.
4. During operation of the cloud datacenter and appending servers and equipment within a constant engineering infrastructure needs may change in the required resources, which may lead to a change in the datacenter reliability. Thus, it is necessary
to review and confirm the level of reliability of the datacenter, as well as to ensure the effective operation by highly trained personnel and administration.

In order to meet the levels of reliability and maintenance of the set level of availability and accessibility of cloud infrastructure services, a variety of methods are used to ensure fault tolerance in the core, aggregation and access layers. The main purpose of the application of methods is to ensure availability, which means to eliminate points of single failure of any component of the cloud infrastructure (hardware, software, network) at any layer (core, aggregation, access). Since hardware failure and software faults may appear in components at any layer, there are methods of fault tolerance for each of them. The methods are used to ensure the availability of cloud services at different levels of the architecture will be considered.

4 Methods for Providing Availability of Hardware Components

The objective of this group of methods is to maintain the availability of cloud services and applications in case a particular server becomes unavailable. The method can operate at multiple levels within the datacenter infrastructure. Hardware component accessibility methods are used at the physical layer ISO/OSI model. These include the following.

- Grouping of network adapters and communication channels.
  In order to eliminate single points of failure at the level of communication with network, access layer servers have multiple (two or more) network interfaces (Fig. 1). This method is named NIC-Teaming and it involves the grouping of multiple physical connections into one logical channel - LAG (Link Aggregation). The logical connection may be in active-active mode that combines multiple channels into a single logical load sharing or active-passive mode, wherein the second interface is idle as long as the first interface operates as usual.
- Using hot-swappable interfaces.
  This method requires the ability to install or remove the interface card on the router or switch without having to power off the device. The controller dynamically recognizes the new interface and begins the data exchange. As a result, new components can be inserted and removed without interrupting the system’s operation.
- Use of highly reliable server access layer.
  Hardware components of highly reliable servers have the highest values of MTTF.

5 Methods for Providing Availability of Software Components

An analysis [10, 11] found that the main methods of resilience at the application level are the use of pooling resources, protected applications and resources of critical applications as well as and the migration of virtual machines and the use of Unified In-Service Software Upgrades.
Using application pools of resources.

This method is based on the fact that multiple instances of applications are combined to the pool of resources that are distributed throughout the network (Fig. 2).

According to [11], the use of resource pools is an effective solution for resiliency, but the main disadvantage of this approach is the problem of synchronization. This solution requires more effective methods of planning, synchronization and load balancing on the coordination sites.

- Transfer of critical application resources.
Some applications have critical resources, that for various reasons are not possible or desirable to replicate. They can either work on the basis of high-performance servers, that makes replication too expensive, or they can include critical resources that makes replication not possible due to security threats or exploitation reasons.

Under these conditions, one application server is a single point of failure. In order to minimize the risk of failure for critical resources of applications, the execution of these applications are made on several powerful servers, failover and high availability provided by the active/standby configuration mode for disaster recovery. Connection problems are solved by multisession network connections between the server and clients, and multiple network routes (Fig. 3).

Conditions of effective application of this method are the presence of redundant network links and backup systems as well as continuous monitoring of the status of servers and data replication, in order to maintain synchronization of the active and standby systems.

- Migration of virtual machines.

Virtual machine migration is an effective method for providing fault-tolerance and for maintaining service availability in the event of a failure of the physical server on which it is running. This method assumes that the virtual machine has its own running copy on a server located in another rack or in another datacenter. In this case, services that are deployed on the initial virtual machine are replicated on another virtual machine.

- Using a single integrated service system updates.

The ability to provide unified system ISSU (Unified In-Service Software Upgrades) updates of an operating system without shutting down network devices that are scheduled for preliminary verification of compatibility, is supported by some versions of operating systems within a number of network equipment manufacturers [11], thus avoiding the risks associated with downtime and failed updates of network operating systems.

6 Methods for Providing Availability of Network Components

- Redundant network devices

The analysis of the examined standards and guidelines for the design of the data-center allows us to determine that the redundancy of network devices as a method of fault tolerance, involves the duplication of the core level routers, access layer and distribution switches.

Additional mechanisms for balancing the load between them increase network performance and reduce latency.

Apart from that, in order to minimize the effects of a single point of failure, the network device may also be used in methods such as hot-swappable interface, Unified In-Service Software Upgrades, redundant switching and routing mechanisms.

- Redundant switching and routing mechanisms
The main purpose of this method is to create redundant switching for network devices.

Along with a redundant configuration, switching fabric with two switch modules is used to increase the capacity and performance of the switch. The third module, if present, provides an additional precision $(2 + 1)$ for switching functions, so that if one of the two functional modules becomes inoperable, a third module can take over the function of the failed module. Redundant routing mechanisms provide simultaneous operation of multiple routing protocols as well as protection from the routing and switching loops based on the following protocols, technology and standards:

- L3 dynamic routing protocols in the core level (OSPF, RIP, or static routing);
- Multiple Spanning Tree Protocol (MSTP);
- MPLS in the core level;
- 802.3ad LAG;
- 802.1q Virtual LANs;
- RTG (Redundant trunk groups);
- VRRP;
- MPLS in the aggregation level.

Based on the analysis, the presented methods highlight a number of common disadvantages in their application: complexity of the architecture, the processes of its maintenance and operation due to demand for high-priced resources, additional overhead costs on excess equipment and permanent high-quality maintenance. In order to determine the effectiveness of the methods and architecture considered, an analysis of the accessibility of services from known cloud providers should be conducted.

### 7 Analysis of Actual Services Accessibility of Cloud Providers

Figures 4 - 5 are bar graphs that illustrate the results of statistical data processing regarding the services accessibility of cloud providers.

---

**Fig. 4.** Actual services accessibility of cloud providers: PaaS service model
The values shown in the above histograms are obtained by analyzing the actual 
values of downtime for a time period of 1 year, as published by Cloud Harmony [12] 
for the service models of PaaS and IaaS [13].

According to the analysis of the actual accessibility of cloud providers' services, 
and as shown by the values represented in the histograms, we can conclude that the 
average accessibility of a datacenter's cloud services corresponds to a value of 0.999.

In order to determine whether the claimed quality of the service is in compliance 
with the actual quality of service, an analysis of the service-level agreement (SLA) of 
known cloud providers was performed. The results of the analysis are summarized in 
the table 2.

In order to verify compliance of the datacenter infrastructure cloud providers with 
levels of reliability according to the Tier Classification System, made analysis of the 
data with characteristics of the datacenter provided by cloud providers. The results of 
the analysis are presented in the table 3.
Table 2. Results of the comparative analysis of the datacenter infrastructure reliability levels

<table>
<thead>
<tr>
<th>Cloud provider / Service type</th>
<th>Claimed levels of service accessibility (replication services provided at least two availability zones)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microsoft Azure / Microsoft Online Services [14]</td>
<td>99.95 %</td>
</tr>
<tr>
<td>Microsoft Azure / Virtual Machines [15]</td>
<td>99.95 %</td>
</tr>
<tr>
<td>Microsoft Azure / Cloud Services [16]</td>
<td>99.95 %</td>
</tr>
<tr>
<td>Google Cloud Platform / Google Compute Engine [17]</td>
<td>99.95 %</td>
</tr>
<tr>
<td>Google Cloud Platform / Google App Engine [18]</td>
<td>99.95 %</td>
</tr>
<tr>
<td>Amazon EC2 [19]</td>
<td>99.95 %</td>
</tr>
<tr>
<td>Rackspace Cloud Servers [20]</td>
<td>99.9 %</td>
</tr>
</tbody>
</table>

Table 3. Reliability levels of cloud providers’ datacenters

<table>
<thead>
<tr>
<th>Cloud provider</th>
<th>Tier Reliability Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amazon [21]</td>
<td>IV</td>
</tr>
<tr>
<td>Microsoft Azure [22]</td>
<td>IV</td>
</tr>
<tr>
<td>Rackspace Cloud [23]</td>
<td>IV</td>
</tr>
</tbody>
</table>

Analysis of the results leads to the conclusion: despite the fact that the cloud datacenter infrastructure matches the fourth level of reliability with an availability coefficient of 0.99995, the actual average access-infrastructure of cloud service providers, on average, corresponds to a value of 0.999. Therefore, it is necessary to improve the models and methods of assessing the availability and accessibility for services of client-server cloud infrastructure to obtain more accurate estimates of the reliability indices.

8 Case study

This section provides the results of a case study on accessibility, based on the simulation model of the cloud server that is running 3 virtual machines.

The results of the statistical analysis of time characteristics of the WEB-applications servers’ performance [24] confirm that, based on a mathematical model of computing systems, it can be assumed that the random variables: time of the requests towards the server has an exponential distribution, and the input query is a Poisson series ( QS M/M/1). Based on this assumption, a model was found. Requests arrive to the physical server network card (Physical NIC), then are distributed among the virtual network interfaces and are processed there. In this model, another element to the input stream applications was added: that of lost requests, due to loss of server performance (hardware failure, operating system or hypervisor refusal). It can be
assumed that hardware failures occur on average once every 300,000 hours, with mean time between OS failures is 1440 hours, and the hypervisor is 2880 hours.

Fig. 6. Simulation model of the cloud server presented in AnyLogic environment

The resulting value, obtained as a percentage of processed requests on the time line, is as follows:

Fig. 7. Simulation results
According to the results shown in the graph, it is evident that during the day (24-hour model) each unit of the system’s configuration, that has its test parameters on the average percentage of time, processes user requests of about 96%.

Almost all of the input parameters depend on the specific hardware and software implementation of the system. The exception is the MTTR of hardware failure, the operating system and the hypervisor as well as the corresponding recovery rate. The experiments s conducted showed the recovery time takes an average of 1 to 2 hours. The simulation results, when changing the data in this range, show a decrease in the recovery times of up to 1 hour while it is possible to get an increase in availability features in 4 digits.

It is possible to improve this figure in several ways:

1) increase the average time between failures of hardware and software server;
2) decrease the time of exchange between physical and virtual network adapters, which can be varied from a few milliseconds to tens of milliseconds, depending on the specific application platform and hypervisor which implements virtual server infrastructure.

9 Conclusion

The analysis methods for fault tolerance and availability of client-server cloud infrastructure services were presented. These methods are more focused on the points of single failure elimination for each component of the cloud infrastructure (hardware, software, network) in every level (core, distribution, access), as well as models and methods of estimating the availability and accessibility of cloud-based architectures. The results of the analysis of the actual datacenter services accessibility of cloud service provider for service models PaaS and IaaS, as well as compliance of datacenter infrastructure of cloud providers with levels of reliability according to the Tier classification were presented. Despite the use of different methods of fault tolerance in cloud infrastructures, there is the problem of inconsistency of the actual system availability level of "High Availability" for critical and business-critical web applications. Thus, the direction of future research would be towards the improvement of the models and methods so as to ensure accessibility of cloud services. Furthermore, according to analysis results, it is important for the direction of future research results to find an effective combination of the discussed methods for providing the required level of availability and accessibility.
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Abstract. The proposed method is based on estimating software modules’ complexity by means of metrics. Indices of source code complexity are the input data for the method. Ranged selection software modules with faults form the output data for the method. The verification of the method has been performed on the basis of representative selection of experimental data for five systems. An appropriate coefficient is proposed and calculated for assessment of the method’s efficiency. It shows the correlation between a part of revealed faults to a part of verified modules. The efficiency coefficient value increases on condition of increase in quantity of applied metrics. The proposed method enables to reach the required reliability by means of a choice of certain part of modules for identification as it is possible for the most part of faults. The method provides a software reliability increase in limited resources conditions.
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1 Introduction

1.1 Motivation

Software system reliability (hereinafter referred to as the System) substantially depends on its complicatedness. Complicatedness of multiple and mutually related requirements leads to formation of erroneous, incomplete, contradicting specifications. System’s architecture complicatedness causes fatal errors (critical faults) generations,
which may result to project ruination. Complicated system implementation leads to errors’ increase in the initial code. Various sources show that testing process reveals 10 – 20 errors per each 1,000 code lines as an average. Changes in initial code are required at the stage of system operation contributing to newer errors generation. Integrated approach is therefore essential to access and ensure reliability basing on system complicatedness evaluation throughout its lifetime. Actual software indicators/ metrics should be measured thoroughly and continuously to ensure reliability and handle development and verification procedures. Increasing systems’ complicatedness, from the one side and limited resources, from the other side, generate contradictions between required systems’ reliability and that achieved once development is completed. It is therefore critically important to develop and to research reliability assessment methods basing on system’s complicatedness analysis, both in general and its components taking into note limited testing resources.

1.2 Related Works

Systems’ reliability should be continuously controlled throughout their entire lifecycle. Therefore the process of required reliability progress should be controlled at all stages. Any process management demands indicative values evaluation. Multiple number of models, methods and tools are developed to evaluate various reliability indicators at various lifecycle stages.

Works [1-5] propose various models and methods to increase precision of evaluation of reliability indicators. In work [1] the authors analysed the impact of debugging time upon reliability evaluation and forecast. The debugging time causes an overestimation of the perceived software quality up to 15% in studied dataset; similarly, it causes the underestimation of testing time required to obtain a given quality for a software product.

Authors of [2] suggested a method based on matrix allowing known reliability models. Applying matrix enables to 1) form an allowance vector for software system under development to take into account development process peculiarities; 2) to choice appropriate model basing on allowances vector; and 3) calculate model parameters. However, the allowances matrix requires adding newer models and methods.

The most of expenditures are associated with the testing stage. Here the bulk of defects are also revealed. Authors of [3] proved that applying combined operation and debugging tests (OP-D) ensures, in general, addressing both faults occurring with high frequency at the operation time and those occurring with lower frequency. The objective of proposed OP-D technique lies in reliability improving only by means of operation testing revealing, at the same time, as many bugs, as possible, as may be achieved via debugging application. However, the proposed OP-D technique is unable to take into account rigid restrictions in testing resources.

Work [4] has been devoted to the basic theory of the of software systems’ dynamics and established the theoretical basis for the reliability assessment of and proposed a new universal method for such assessment. This method takes into account effects of secondary faults, and improves the accuracy of software reliability indices more than twice. Proposed models and methods require experimentally obtained data of faults revealing time in the course of testing. The more data becomes available, the
more precise are reliability evaluating indicators, shorter is the testing period, and the less are resources required to achieve required reliability level.

Work [5] describes software reliability model with complexity index based on the non-homogenous Poisson process (NHPP). The method of software reliability assessment has been developed on the basis of generalized NHPP model and the testing sufficiency criteria. Software application for software failures prediction using artificial neural networks has been developed. However, reliability forecasting by means of neural networks binds developers to use software known not so well and to study network characteristics. Complicatedness, reduced studying rate and high level of operation margin prevent this method from implementation into routine engineering practice.

It is statistically established that revealing and elimination of faults at the earlier stages of development are 10 – 100 times cheaper, than same actions performed at the ready product testing stage. Reliability indicators should be evaluated prior testing commencement to save expenditures. Developers should be aware of faults quantity in the software system. This knowledge enables to draw up testing process and to link it with available resources. However, this data is insufficient. It is more important to know which modules contain the highest quantity of faults. It enables to minimize testing group efforts and to maximize faults revealing which plays an essential; part in restricted resources situation. Works [6] through [13] propose certain methods of code complicatedness evaluation by means of metrics.

Work [6] describes analytic model to establish relation between faults quantity in the initial code and complicatedness indexes basing upon developed model. Application and statistical analysis of the proposed method showed that discrepancy between actual faults quantity and estimated one amounted to 11%. The work researches methods of faults localization in software modules. As a result, 9% discrepancy between obtained indicators and actual quantity of faults has been found. However, the problems associated with choice and ranging of the fault prone software modules still has not been solved.

The method proposed in [7] allows combining techniques so as to maximize the number of faults revealed for the tested software from those expected to be available. As for fault types the method refers to well-known orthogonal defects classification (ODC). As for testing techniques, the method applies techniques of functional, statistical, robustness and stress testing. The final result is a forecast of faults quantity of each ODC category each technique is capable to detect for a particular application. However, it still remains a question which modules should be tested if limited monetary and time resources make it impossible to carry on total testing.

Solutions for the problem in question are proposed in works [8] through [13]. Authors of work [8] developed three individual models forecasting fault-proneness in data set: one with ascending stepwise logistic regression, one with descending stepwise logistic regression and one without stepwise selection in logistic regression. The authors concluded that descending stepwise regression provides the best model. The level of false alarm rate is too high in all the models, while it should be contrary.

Complexity metrics in predicting fault-prone software modules have been intensively studied in the work [9]. The binary logistic regression method is applied in studying using as an example commonly available data on five commercial products. The study shows that (1) models generated using more data sets can improve the pre-
diction accuracy but not the recall rate; (2) reducing the cut-off value may improve the recall rate, but the number of false positives will increase, resulting in higher maintenance efforts.

The authors of work [10] studied, whether metrics available in the early lifecycle (i.e. requirement metrics), combined with metrics available in the late lifecycle (i.e. code metrics), may be used to identify fault prone modules using genetic algorithm-based technique. However, applying multiple various metrics increases complicatedness of the method. It also requires running software, which is not well known.

Authors of research [11] have empirically evaluated performance of Hierarchical Clustering Technique (HCT) in predicting fault-prone modules using open source software and metrics. The proposed technique has shown 85% accuracy. However, developers should study thoroughly MatLab hierarchy clusterization algorithms to use this method in practice.

Research [12] addresses the problem of predicting fault prone modules using data mining techniques. In this study the authors applied different data mining rule-based classification techniques on several commonly available datasets. The newly proposed algorithm is an enhanced existing algorithm in terms of effectiveness (i.e. generating less number of rules) and accuracy (i.e. improving the results). Despite of rules reduction the method itself and its automatization possibilities are too complicated to enable its application.

The authors of work [13] have studied various metrics (requirement metrics, design metrics and code metrics) and techniques to identify fault prone modules. The proposed metrics are aimed to provide higher prediction results than existing techniques. However, various metrics combined with their application algorithms substantially increase complicatedness of this method.

The testing stage, aimed to improve reliability of a software system, is the most expensive and time-consuming one. Moreover, since dimensions of software systems have increased significantly during the past decades, effective utilization of limited testing resource has become even more important than before. A software system is typically composed by a number of modules. Each of them needs to be assigned with some testing resource before the testing stage commences. Hence, a natural question is how to allocate the testing resource to modules so that the reliability of a software system is could be maximized. Such a problem was formally defined by Ohtera and Yamada as the Optimal Testing Resource Allocation Problems (OTRAPs). In the works [14-16] it was proved that an optimal allocation scheme may lead to significant improvement in terms of the reliability of a software system. The available resource should be allocated among modules in a way enabling maximum number of faults to be removed from each module to achieve higher software reliability.

The optimization problems are formulated in work [14] as nonlinear programming problems (NLPP), which are solved by means of software reliability improving model based on a non-homogenous Poisson process which incorporates Log-logistic testing-effort function. Work [15] suggests solving the OTRAPs by means of Multi-Objective Algorithms known as Hierarchy Particle Swarm Optimization Algorithm Experimental results show that the proposed algorithm has overcome the drawbacks of the existing algorithm, and is more efficient. The main goal of the article [16] is to examine the resource allocation plan for fault detection and correction process of the software to save costs during testing and operational phases. The authors developed a model
for fault detection and correction process in pursuit of the said aim. Methods proposed in works [14-16] are complicated enough. Their application requires highly qualified personnel.

Analysis of described methods shows situation, as follows. Methods [1] through [5] don’t permit to plan and evaluate testing resources, since they require testing data. Methods [6] through [16] require data on projects developed previously. Differences between systems being currently developed and those already existing are inevitably accompanied by substantial margin in evaluation. Allowances methods in realistic development processes don’t work, thus reducing precision in reliability indicators’ evaluation. Methods are complicated in application. Input data processing requires specific not commonly known software and efforts of skilled highly qualified personnel. All these items increase systems’ development costs and reduce popularity of the methods. Methods don’t take into account rigid restrictions of the testing resources. Analysis of described defects and drawbacks enables to offer general approaches to reliability evaluation and management throughout systems’ lifetime taking into consideration their complicatedness and limited resources assigned for development basing on comparatively simple and more precise methods.

The rest of the work is composed, as follows. Chapter 2 describes general approaches to reliability assessment and management. Chapter 3 presents the check assumption and the description of the complexity-based prediction technique. Chapter 4 describes the case study in terms of the experimental verification methods, results’ analysis and discussion. Conclusions are represented in chapter 5.

2 Approaches to Reliability Assessment and Management

There are two key principles of reliability evaluation and reliability management. The first one is technology-oriented. It means that proposed evaluation methods and aids are based on complicatedness recording and may be applicable with various systems development methodologies. Adjustable software may ensure their flexibility and simplify their implementation into business – software corporate processes. The second aspect of reliability management is based on resource considerations and enables to calculate and put foundation under resources allocation for reliability evaluation and ensuring. It comprises determining costs associated with achieving required reliability and comparative analysis of expenditures and incomes derived from faults detection in all the created products (specifications demands, project, initial code, etc.) throughout the entire development stage and risks and losses reduction at the operation stage. The technological- and resources-oriented approach to reliability evaluation and reliability management supposes following methods to be applied.

Complicatedness evaluation method with appropriate metrics enables to identify the most complicated and the most fault-prone requirements. These activities may contribute to design faults identification and elimination at the earliest stages. Their analysis will contribute to earlier faults identification and elimination in specifications. The project complicatedness should be also evaluated using metrics at the development stage. Such an approach enables to analyse project, to identify most complicated subsystems, components, interfaces, carry on their decomposition and im-
prove links. Such activities may contribute to earlier identification and elimination of design faults.

One of proposed ways to reduce complicatedness and to improve program code reliability lies in its optimization (also known as refactoring). A large number of authors of publications in software systems development state that the initial complicatedness cannot be reduced. From their point of view, simplifying any software constructions leads to other ones becoming more complicated. However, the problem of code complicatedness quantification both at pre-optimization and post-optimization stages remains still unsolved.

Once the initial code is written, the testing procedure should be scheduled and resources should be allocated. Here total faults number in the system should be evaluated basing on code metrics. Since lack of resources is a common situation they should be spent in a most efficient manner. Selection and ranking modules with the highest fault number method should be developed. Testing of such modules will enable to reveal maximum faults with minimum number of modules subject to testing.

Conditions analysis for development, testing and allowance for reliability models enables to select a suitable model for evaluating achieved reliability indicators. Profile of system application should be evaluated at the operation stage by means of multiple metrics. Such a measure enables to improve efficient resources allocation to monitor the system to improve its reliability.

The proposed approach is directed to achieve required reliability in the most cost-saving manner. With testing being the most expensive and extended development stage initially, within the framework of general approach, method of improving testing efficiency should be developed. It determines the researches goal – complexity-based fault number forecasting technique development and verification for ranking software modules prior testing.

3 The Complexity-Based Prediction Technique of Fault Number for Ranking of Software Modules

3.1 Check Assumption of the Prediction Technique

The proposed method is based on an assumption that the most complicated modules (classes, components) contain the bulk quantity of faults. This assumption is logical and is often applied in scientific publications, requiring, however, practical confirmation. Five sets of experiment data have been used for verification [17]. The mentioned data was placed with Internet resource of the PROMISE (PRedictOr Models In Software Engineering) depository. The data was collected by numerous researchers and experts in software faults forecasting and published as freeware. The data contains evaluations based on various metrics criteria for various software systems for certain periods of time. Selected software systems are developed for various purposes, are implemented by means of various programming languages and methodologies, have various initial code dimensions, various number of active developers, development period, versions quantity, etc. The sole essential factor common for all reviewed software system consists in their being non-commercial projects with freeware initial code. The data in question represent complicatedness indicators by metrics and num-
ber of faults revealed in the course of modules’ testing for five various object-oriented systems. Systems characteristics are shown in Table 1. Total volume of explored data exceeds 1.000.000 initial code lines, contains 4.330 modules and 4.449 faults. Comparative analysis of data grouped in the Table 1 shows that the researched system very substantially in their characteristics. Table 1 contains also complicatedness measures per one module in metrics. Multiple metric of choice $M = \{RFC, WMC, LCOM, LOC, NPM, CE, CBO\}$ is explained in the work [6]. Table 1 data analysis shows that complicatedness of software systems differs substantially in a number of metrics. Significant total volume and specified differences in the abovementioned Systems enable to regard this sample as a representative sample. Actions described below are proposed to identify probable correlations between complicatedness and faults quantity in an individual module. Total modules’ multitude $SET_{\text{mod}}$ for each system has been indexed seven (7) times (according to applied metrics number) in decreasing sequence of complicatedness numerical indicator per each metric. A certain part has been derived from each multitude (10 %, … 50 %) of the most complicated modules with highest complicatedness level under each metric. As a result seven basic sub-collections have been obtained $\text{SUBSET}^{\text{RFC}}_{\text{mod}}$, $\text{SUBSET}^{\text{WMC}}_{\text{mod}}$, $\text{SUBSET}^{\text{LCOM}}_{\text{mod}}$, $\text{SUBSET}^{\text{LOC}}_{\text{mod}}$, $\text{SUBSET}^{\text{NPM}}_{\text{mod}}$, $\text{SUBSET}^{\text{CE}}_{\text{mod}}$, $\text{SUBSET}^{\text{CBO}}_{\text{mod}}$.

Table 1. Data on Systems being under Research

<table>
<thead>
<tr>
<th>Systems characteristics</th>
<th>Luc 2.4</th>
<th>Xer 1.4</th>
<th>Ant 1.7</th>
<th>Xal 2.7</th>
<th>Cam 1.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modules quantity</td>
<td>340</td>
<td>588</td>
<td>746</td>
<td>910</td>
<td>1 746</td>
</tr>
<tr>
<td>Faults quantity</td>
<td>632</td>
<td>1 596</td>
<td>338</td>
<td>1213</td>
<td>670</td>
</tr>
<tr>
<td>Fault modules ratio</td>
<td>40%</td>
<td>26%</td>
<td>78%</td>
<td>1%</td>
<td>83%</td>
</tr>
<tr>
<td>Number of faults in a module</td>
<td>1.86</td>
<td>2.71</td>
<td>0.45</td>
<td>1.33</td>
<td>0.38</td>
</tr>
<tr>
<td>Faults density per 1,000 lines</td>
<td>6.14</td>
<td>11.30</td>
<td>1.62</td>
<td>2.83</td>
<td>3.42</td>
</tr>
<tr>
<td>RFC Metric</td>
<td>25</td>
<td>19</td>
<td>34</td>
<td>29</td>
<td>21</td>
</tr>
<tr>
<td>WMC Metric</td>
<td>10</td>
<td>10</td>
<td>11</td>
<td>11</td>
<td>9</td>
</tr>
<tr>
<td>LCOM Metric</td>
<td>69</td>
<td>75</td>
<td>89</td>
<td>126</td>
<td>73</td>
</tr>
<tr>
<td>LOC Metric</td>
<td>303</td>
<td>240</td>
<td>280</td>
<td>471</td>
<td>112</td>
</tr>
<tr>
<td>NPM Metric</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>CE Metric</td>
<td>5</td>
<td>3</td>
<td>6</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>CBO Metric</td>
<td>11</td>
<td>6</td>
<td>11</td>
<td>12</td>
<td>11</td>
</tr>
</tbody>
</table>

Intersection of the sets by seven metrics formed newer modules’ sub-collections $\text{SUBSET}^{7}_{\text{mod}}$, by six metrics $\text{SUBSET}^{6}_{\text{mod}}$, by five metrics $\text{SUBSET}^{5}_{\text{mod}}$, by four metrics $\text{SUBSET}^{4}_{\text{mod}}$, by three metrics $\text{SUBSET}^{3}_{\text{mod}}$, by two metrics $\text{SUBSET}^{2}_{\text{mod}}$. 


by one metric $\text{SUBSET}_{\text{mod}}^{1}$. Actual quantity of faults per one module has been counted for each enlisted sub-collection. The results are displayed in Table 2.

<table>
<thead>
<tr>
<th>Modules complicatedness</th>
<th>Luc 2.4</th>
<th>Xer 1.4</th>
<th>Ant 1.7</th>
<th>Xal 2.7</th>
<th>Cam 1.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{SUBSET}_{\text{mod}}^{7}$</td>
<td>13,5</td>
<td>20,9</td>
<td>3,1</td>
<td>3,0</td>
<td>4,6</td>
</tr>
<tr>
<td>$\text{SUBSET}_{\text{mod}}^{6}$</td>
<td>5,4</td>
<td>13,2</td>
<td>1,9</td>
<td>2,3</td>
<td>2,0</td>
</tr>
<tr>
<td>$\text{SUBSET}_{\text{mod}}^{5}$</td>
<td>3,1</td>
<td>14,2</td>
<td>1,1</td>
<td>2,0</td>
<td>1,1</td>
</tr>
<tr>
<td>$\text{SUBSET}_{\text{mod}}^{4}$</td>
<td>2,1</td>
<td>5,8</td>
<td>1,4</td>
<td>1,7</td>
<td>1,2</td>
</tr>
<tr>
<td>$\text{SUBSET}_{\text{mod}}^{3}$</td>
<td>2,0</td>
<td>4,3</td>
<td>1,0</td>
<td>1,7</td>
<td>1,9</td>
</tr>
<tr>
<td>$\text{SUBSET}_{\text{mod}}^{2}$</td>
<td>2,3</td>
<td>3,8</td>
<td>1,0</td>
<td>1,5</td>
<td>1,6</td>
</tr>
<tr>
<td>$\text{SUBSET}_{\text{mod}}^{1}$</td>
<td>1,5</td>
<td>2,8</td>
<td>0,4</td>
<td>1,7</td>
<td>0,4</td>
</tr>
</tbody>
</table>

Data contained in Table 2 shows that the most complicated software system modules have the greatest number of faults. As modules complicatedness decreases, the average fault number in module reduces confirming thus the validity of allowance method.

The proposed method should be run once the initial code is written, prior its testing commences. Complicatedness indicators of individual modules in metrics form the method’s input data. Should the developers lack the corporative and practically checked set of metrics commonly available and most informative for faults forecasting object-oriented metrics considered in the work [6] may be applied as starters. The set of applicable metrics is indicated as $M = \{M_1, \ldots, M_n\}$. The method supposed proceeding in five steps, as described below.

**Step 1.** Complicatedness indicators calculation split into metrics for individual modules in a system being developed using standard or corporate software ...

**Step 2.** Total modules set $\text{SET}_{\text{mod}}^{\text{SET}}$ should be indexed $n$ times as the complicatedness indicator descends with each metric $\text{SET}_{\text{mod}}^{M_1}, \ldots, \text{SET}_{\text{mod}}^{M_n}$.

**Step 3.** A certain part of the most complicated modules by a specific metric should be drawn from each indexed set. Dimensions of such a part should be determined referring to testing resources’ restrictions. The less are these resources, the less is the part of drawn modules. As a result $n$ basic sub-collections have been obtained for $n$ metrics $\text{SUBSET}_{\text{mod}}^{M_1}, \ldots, \text{SUBSET}_{\text{mod}}^{M_n}$.

**Step 4.** Once intersection for basic sub-collections $\text{SUBSET}_{\text{mod}}^{M_1}, \ldots, \text{SUBSET}_{\text{mod}}^{M_n}$ is determined, intermediate sub-collections should be formed with top complicatedness indicators by the metrics $\text{SUBSET}_{\text{mod}}^{n} = \text{SUBSET}_{\text{mod}}^{M_1} \cap \ldots \cap \text{SUBSET}_{\text{mod}}^{M_n}$. All the
modules within this sub-collections should be ranked as \( n \). Choosing all and any \( n-1 \) metrics intersections for subset \( \text{SUBSET}^{n-1}_{\text{mod}} \) should be determined with all the modules to be ranked as \( n - 1 \). Similar procedure should be applied until subset for any single metric is built as \( \text{SUBSET}^1_{\text{mod}} \) with all the modules in it ranked as \( 1 \). Number of ranks should be the same as metrics number.

Step 5. Determining the sum of subsets for \( \text{SUBSET}^n_{\text{mod}}, \text{SUBSET}^{n-1}_{\text{mod}}, \ldots, \text{SUBSET}^1_{\text{mod}} \) the resulting ranked modules sample should be formed as \( \text{SUBSET}^R_{\text{mod}} = \text{SUBSET}^n_{\text{mod}} \cup \text{SUBSET}^{n-1}_{\text{mod}} \cup \ldots \cup \text{SUBSET}^1_{\text{mod}} \).

The resulting sample should include modules with top complicatedness indicators simultaneously by \( n \) metrics (\( \text{rank 7} \) in our example), \( n-1 \) metrics (\( \text{rank 6} \)), \ldots and, finally, one metric (\( \text{rank 1} \)). Modules ranking in resulting sample is necessary to establish sequence of their testing. Top rank modules are the most complicated, supposed to contain the most of faults, and are subject to be tested at the first turn. The proposed method should be applied once the initial code is written and prior its testing starts. Complicatedness indicators of individual modules within the developed system form the input data with output data being the resulting ranked sample of modules with faults. Basic sample dimensions should be determined by restrictions imposed by testing resources.

4    Case Study

The method has been verified by means of commonly accessible experimental data [17] and specially developed software. Number of selected modules has been calculated as well, as faults number in these modules for each system. As this data has been being calculated the quantity of involved metrics has been varied as well, as the modules number with top complicatedness indicators corresponding to these metrics. Obtained data has been analysed. The first subtask of the analysis was to define relations between faults number and modules’ complicatedness and was estimated simultaneously by a number of metrics. The second subtask was to define relation between faults number and that of selected modules. Selected ratio values encompassed 10%, \( \ldots, 50\% \) including the most complicated modules. The parts dimensions were governed by probable restrictions in testing resources. Since the researched systems substantially varied in their characteristics, relative percentage indicators have been calculated.

4.1    The Experiment Performance Technique

99% modules within one system under research contained faults making it remarkably distinguished among others. Data processing and analysis showed that modules selection based on their complicatedness had not given increase in a quantity of faults in them. Average data for four systems is represented in Table 3. Data is allocated in two lines. The first line displays modules ratio from their total quantity. The lower ratio shows faults ratio contained in these modules in relation to their total quantity.
Values highlighted as examples in the last column in Table 1 should be interpreted, as follows. Base sample 20% of the most complicated modules per each metric forms a resulting ranked modules sample 41.8% ratio of their total number, containing 74.8% ratio of total faults’ quantity.

The data in question should be applied in a manner, as follows. Tests are developed for each selected module. These tests take a certain amount of labour expressed in person-hours. Time consumed by running all such tests for all selected modules enables to calculate testing expenditures required to reveal 74.8% of the total faults quantity. At the further stage, restrictions imposed by labour, time, financial, hardware and software resources should be considered. Should there be a lack in resources required to test selected modules, basic sample dimensions should be reduced.

Factor \( k = \frac{d_{\text{mod.}}}{m} \), with \( m \) being modules ratio in their total quantity and faults ratio of their total number contained in appropriate modules is proposed to reduce the number of analysed indicators and to facilitate the method’s efficiency analysis. The higher is the \( k \) value, the more is the number of faults within the selected modules.

Table 3. Average calculated data on four systems under research

<table>
<thead>
<tr>
<th>Modules' ratio</th>
<th>Indicators</th>
<th>Rank 7</th>
<th>Rank 6</th>
<th>Rank 5</th>
<th>Rank 4</th>
<th>Rank 3</th>
<th>Rank 2</th>
<th>Rank 1</th>
<th>Σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 %</td>
<td>mod., %</td>
<td>2.0</td>
<td>1.3</td>
<td>2.5</td>
<td>2.5</td>
<td>3.8</td>
<td>3.3</td>
<td>8.0</td>
<td>23.3</td>
</tr>
<tr>
<td></td>
<td>faults, %</td>
<td>15.0</td>
<td>6.5</td>
<td>7.0</td>
<td>8.0</td>
<td>6.5</td>
<td>4.8</td>
<td>7.8</td>
<td>55.5</td>
</tr>
<tr>
<td>13 %</td>
<td>mod., %</td>
<td>2.3</td>
<td>1.8</td>
<td>2.8</td>
<td>3.5</td>
<td>4.0</td>
<td>3.8</td>
<td>8.8</td>
<td>26.8</td>
</tr>
<tr>
<td></td>
<td>faults, %</td>
<td>17.3</td>
<td>8.8</td>
<td>8.3</td>
<td>7.0</td>
<td>6.8</td>
<td>5.8</td>
<td>8.5</td>
<td>62.3</td>
</tr>
<tr>
<td>17 %</td>
<td>mod., %</td>
<td>2.5</td>
<td>3.0</td>
<td>3.5</td>
<td>5.3</td>
<td>5.0</td>
<td>4.8</td>
<td>11.0</td>
<td>35.5</td>
</tr>
<tr>
<td></td>
<td>faults, %</td>
<td>19.8</td>
<td>13.0</td>
<td>7.3</td>
<td>9.5</td>
<td>6.3</td>
<td>5.8</td>
<td>9.0</td>
<td>70.5</td>
</tr>
<tr>
<td>20 %</td>
<td>mod., %</td>
<td>4.5</td>
<td>4.0</td>
<td>4.5</td>
<td>5.5</td>
<td>6.0</td>
<td>5.5</td>
<td>11.8</td>
<td>41.8</td>
</tr>
<tr>
<td></td>
<td>faults, %</td>
<td>23.5</td>
<td>13.3</td>
<td>8.3</td>
<td>7.8</td>
<td>6.5</td>
<td>6.8</td>
<td>8.8</td>
<td>74.8</td>
</tr>
<tr>
<td>25 %</td>
<td>mod., %</td>
<td>6.3</td>
<td>5.0</td>
<td>5.5</td>
<td>7.0</td>
<td>7.0</td>
<td>6.3</td>
<td>13.5</td>
<td>50.5</td>
</tr>
<tr>
<td></td>
<td>faults, %</td>
<td>30.0</td>
<td>12.0</td>
<td>9.0</td>
<td>9.0</td>
<td>5.8</td>
<td>5.3</td>
<td>9.0</td>
<td>80.0</td>
</tr>
<tr>
<td>33 %</td>
<td>mod., %</td>
<td>9.0</td>
<td>7.5</td>
<td>8.0</td>
<td>8.8</td>
<td>6.5</td>
<td>8.3</td>
<td>14.5</td>
<td>62.5</td>
</tr>
<tr>
<td></td>
<td>faults, %</td>
<td>36.0</td>
<td>14.8</td>
<td>9.3</td>
<td>8.5</td>
<td>5.3</td>
<td>6.5</td>
<td>7.0</td>
<td>87.3</td>
</tr>
<tr>
<td>50 %</td>
<td>mod., %</td>
<td>17.8</td>
<td>13.3</td>
<td>10.5</td>
<td>9.8</td>
<td>9.0</td>
<td>9.3</td>
<td>11.5</td>
<td>81.0</td>
</tr>
<tr>
<td></td>
<td>faults, %</td>
<td>47.0</td>
<td>19.3</td>
<td>10.8</td>
<td>5.8</td>
<td>4.3</td>
<td>4.8</td>
<td>4.5</td>
<td>96.3</td>
</tr>
</tbody>
</table>

Basing on the \( k \) application, Table 3 data was transformed and represented in Table 4 format. The \( k \) values in Table 4 show how the selected and ranked modules share exceeds the part of faults they contain.
Table 4. Method’s average efficiency factors $k$ for four systems

<table>
<thead>
<tr>
<th>Modules’ ratio</th>
<th>$k$ for rank 7</th>
<th>$k$ for rank 6</th>
<th>$k$ for rank 5</th>
<th>$k$ for rank 4</th>
<th>$k$ for rank 3</th>
<th>$k$ for rank 2</th>
<th>$k$ for rank 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 %</td>
<td>7.50</td>
<td>5.20</td>
<td>2.80</td>
<td>3.20</td>
<td>1.73</td>
<td>1.46</td>
<td>0.97</td>
</tr>
<tr>
<td>13 %</td>
<td>7.67</td>
<td>5.00</td>
<td>3.00</td>
<td>2.00</td>
<td>1.69</td>
<td>1.53</td>
<td>0.97</td>
</tr>
<tr>
<td>17 %</td>
<td>6.58</td>
<td>4.33</td>
<td>2.07</td>
<td>1.81</td>
<td>1.25</td>
<td>1.21</td>
<td>0.82</td>
</tr>
<tr>
<td>20 %</td>
<td>5.22</td>
<td>3.31</td>
<td>1.83</td>
<td>1.41</td>
<td>1.08</td>
<td>1.23</td>
<td>0.74</td>
</tr>
<tr>
<td>25 %</td>
<td>4.80</td>
<td>2.40</td>
<td>1.64</td>
<td>1.29</td>
<td>0.82</td>
<td>0.84</td>
<td>0.67</td>
</tr>
<tr>
<td>33 %</td>
<td>4.00</td>
<td>1.97</td>
<td>1.16</td>
<td>0.97</td>
<td>0.81</td>
<td>0.79</td>
<td>0.48</td>
</tr>
<tr>
<td>50 %</td>
<td>2.65</td>
<td>1.45</td>
<td>1.02</td>
<td>0.59</td>
<td>0.47</td>
<td>0.51</td>
<td>0.39</td>
</tr>
</tbody>
</table>

For example, $k = 7.5$ means that testing of 1% of the selected modules enables to reveal 7.5% of faults. The following factor interpretation is proposed. If $k < 1$ the modules’ selection is inefficient from the point of view of their complicatedness evaluated by metrics. If $1 \leq k < 1.5$ modules are selected with minor efficiency. Finally, if $k \geq 1.5$ the modules are selected efficiently. E.g. if 13% modules are selected their testing may be efficient if they are characterized by high complicatedness levels simultaneously by seven, six, five, four, three, and two metrics. If 20% modules are selected, testing of modules with high complicatedness values by seven, six, and five metrics will be efficient.

4.2 Results of Analysis

Analysis of Table 4 data enabled to identify two tendencies. The first tendency may be followed in each horizontal data line. Efficient modules selection will be maximum for modules with top complicatedness indications involving simultaneously all the involved metrics. The $k$ decreases as modules’ complicatedness reduces. The $k$ is less than 1 in the Table 4, last column. Thus, modules selection by a single metric is not advantageous for faults detection. The second tendency may be followed in each data column. Selection of the least part of the most complicated modules is the most efficient. The $k$ value decreases as the selected module number increases. Consequently, the less is selected modules number, the higher is effect or modules complicatedness evaluation by metrics.

Thus the method’s efficiency depends on metrics’ quantity determining simultaneously high complicatedness and on modules sample dimensions. The coefficient value increases with the metrics’ number increase and sample dimensions decrease. Reverse statement is valid, too. Maximum coefficient value amounted to 7.5 with average value 2.34 and minimum value 0.39.

Selecting modules and tests for them enables to estimate testing expenditures to detect a certain quantity of faults. Since restricted resources prevent testing all the modules, the unrevealed faults may cause risk of losses. Risks calculation and comparing them with testing expenditures may enable managers to find adequate and economically grounded solutions. Tables 3 and 4 data may be helpful not only for efficient
testing efforts allocations, but also for efficient application of other code verification methods, e.g. inspections, statistical analysis, etc.

The proposed set of known metrics for code complicatedness evaluation is an initial, or starting, one. Software corporations’ experts may apply their unique corporate metrics set, proven at practice. Discussable aspect is using obtained results not only for code testing but its applicability for other verification methods, such as survey, control, inspections, audits, statistical analysis. It is not still clarified, whether selected modules contain fault-free modules, what is their quantity, how it depends on complicatedness level.

5 Conclusions

Elements are developed for technological and resources oriented approach to reliability management at all the lifecycle stages in restricted resources environment. The technique of complexity-based prediction of faults number for ranking software modules is proposed within the framework of general approach. Supposed statement that the most complicated modules contain the bulk quantity of faults is proved experimentally. The method is applicable after initial code is written prior its testing commencement. The method’s input data consists of complicatedness indicators for individual modules of the system being in development by metrics. The output data represents a sample of ranked modules of certain dimensions with a certain number of faults. Sample dimensions are only restricted by testing resources.

The proposed method is aimed to efficient testing with restricted resources. Verification of the method using a representative sample of experimental data demonstrated its efficient operability. Proposed efficiency factor depends on number of metrics by which modules have simultaneous high complicatedness rates and on modules sample dimensions. The achieved results enable to control process of achieving required reliability with restricted resources by means of allocating the testing efforts to a certain number of modules with the highest faults quantity.

Sampling such modules and selecting tests for them enables to estimate a priori testing costs by means of summing up testing time for all the selected modules. Maximization of revealed faults number and improved systems’ operating reliability may reduce expenditures and increase developers’ revenues. Risks of faults triggering at the operation stage may be mitigated. Testing expenditures will be efficient investments into the systems’ reliability.

The proposed method is simple enough to be applied in practice. The method does not demand any additional data except the code complicatedness evaluation for the system being in development. The method may be completely automated. Revealed application restriction concerns systems with 99% faulty modules ratio. Only in such a case method application may be inefficient. Prospective direction of further researching may be implementation of the proposed method into business processes involving various methodologies of software systems developments. Testing expenditures calculation model and method of comparing expenditures with unrevealed faults risk evaluation should be developed. Software implementation of the proposed method should be described.
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1 Introduction

Reliability has been considered as an important characteristic of many systems [1], [2], [3], [4]. Most of the systems, whose reliability has to be investigated, are composed of more than one element (component) and, therefore, one of the principal tasks of reliability analysis is investigation of influence of individual system components on the proper work of the system [4]. Such investigation requires creation of a mathematical model of the system. As a rule, two approaches are used in reliability analysis. The first one is based on the assumption that the system and all its components (system elements that are assumed to be indivisible into smaller parts) can be in one of only two possible states – functioning (represented by number 1) and failed (presented as number 0). These systems are known as Binary-State Systems (BSSS) [1], [4]. Models based on this approach are suitable for the analysis of consequences of system failure, but they are not very appropriate for the investigation of processes that
result in system failure. For this purpose, the approach based on the idea that the system and all its components can be in one of more than two states is more suitable. In this case, we say about Multi-State Systems (MSSs) [2], [3], [4].

One of the current issues of reliability engineering is evaluation of complex systems. Such systems are composed of many components with very various natures [5]. Typical instances of such systems are healthcare systems [6] containing hardware and software components, human factor, and organizational elements, or complex distribution networks composing of many different hardware elements [7]. This heterogeneity indicates that it can be quite difficult to model such systems as BSSs and, therefore, MSSs are more appropriate.

Reliability analysis of MSSs is a complex problem that includes a lot of tasks. This paper focuses on two specific tasks: identification of situations in which component or its state is critical for system activity, i.e. situations in which a degradation of a component results in system degradation, and quantification of importance of individual system components, i.e. finding components with the greatest influence on system activity. One of the possible ways of how to perform this analysis is application of logical differential calculus.

Logical differential calculus has originally been developed for analysis of dynamic properties of Multiple-Valued Logic (MVL) functions [8]. This tool can also be applied in reliability analysis to identify circumstances under which a change of a state of a system component results in a change of system state. So, it allows us to find situations in which a degradation of a given component or its state is critical for system activity [9], [10]. In this paper, we consider its application in importance analysis of \( k \)-out-of-\( n \) MSSs.

A \( k \)-out-of-\( n \) system is composed of \( n \) components. Based on [11], behavior of this system can be described as follows:

- if at least \( k \) components are in state \( m-1 \), then the system is in state \( m-1 \),
- else if at least \( k \) components are in state \( m-2 \) or better, then it is in state \( m-2 \),
- else if at least \( k \) components are in state 1 or better, then it is in state 1,
- else the system is in state 0.

Efficient ways of how to calculate some global characteristics, e.g. system state probability or system availability, for this kind of systems have been considered, for example, in [12], [13]. However, those papers have not considered investigation of importance of individual system components (or their states) on system activity. This problem is taken into account on the next pages.

2 Reliability Analysis of Multi-State Systems

A MSS is a mathematical representation of a system under consideration. It allows us to define \( m \) levels at which the system or its components can operate. These levels are known as states of the system/component and they take values from the set \( \{0,1,\ldots, m-1\} \). State 0 means that the system/component is completely failed, while state \( m-1 \) implies that it is perfectly functioning. A mapping that defines the dependency of
system state on the states of its components is known as structure function. For a MSS composed of \( n \) components, this function has the following form [3], [9]:

\[
\phi(x): \{0,1,\ldots,m-1\}^n \rightarrow \{0,1,\ldots,m-1\},
\]

where \( x_i \) is a variable defining state of the \( i \)-th system component for \( i = 1,2,\ldots,n \), and \( x = (x_1,x_2,\ldots,x_n) \) is a vector of components states (state vector). Specially, if \( m = 2 \), then definition (1) agrees with the structure function of a BSS. Please note that the structure function of a MSS can also be viewed as a MVL function. In this case, \( x_i \) is known as a MVL variable and vector \( x \) can be named as a MVL vector.

Based on the properties of the structure function, two classes of MSSs can be defined – coherent and incoherent. A MSS is coherent if its structure function is non-decreasing in all its arguments, i.e. there exist no circumstances under which degradation (improvement) of a system component can result in improvement (deterioration) of system state. In what follows, only coherent systems are considered.

The structure function defines system topology. However, if we want to investigate not only system topology but also some others characteristics, such as system state probability, system availability, or importance of individual system components, the state probabilities of the system components have to be known. For the \( i \)-th system component, they will be denoted as follows:

\[
p_{i,s} = \Pr\{x_i = s\}, \quad s = 0,1,\ldots,m-1.
\]

Using these probabilities and the system structure function, we can compute two basic characteristics of MSSs – system state probability [3], [9]:

\[
\Pr\{\phi(x) = j\}, \quad j \in \{0,1,\ldots,m-1\},
\]

and system availability/unavailability with respect to state \( j \) of the system [3], [9]:

\[
A^{\geq j} = \Pr\{\phi(x) \geq j\}, \quad U^{< j} = \Pr\{\phi(x) < j\}, \quad j \in \{1,2,\ldots,m-1\}.
\]

This definition implies that system availability (unavailability) for system state \( j \) agrees with the probability that the system is in such state that its performance can (cannot) satisfy a demand corresponding to state \( j \). For illustration, let us consider a power supply unit that can generate 30 MW, 10 MW, or 0 MW of electricity. Clearly, the system has 3 performance levels from which level 30 MW corresponds to state 2, level 10 MW to state 1 and level 0 MW to state 0. If there is a demand of at least 5 MW of electricity, then the unit is working if it is at least in state 1. This implies that it is available if it is at least in state 1 and, therefore, its availability (unavailability) should be computed with respect to state 1 for this situation.

### 2.1 Importance Analysis of Multi-State Systems

System state probability and availability are important characteristics of a system. They give us a global view on the system. On the other hand, they carry no information about the system structure, i.e. they do not allow investigating influence of individual system components or their states on the system. For this purpose, other indi-
ces are used. These indices are known as Importance Measures (IMs), and some of the most commonly known are Structural Importance (SI) and Birnbaum’s Importance (BI). The SI investigates only system topology while the BI takes into account also state probabilities of the system components. These two indices play a key role in importance analysis because a lot of other measures are defined based on them [4].

Importance analysis of MSSs based on SI and BI has been considered in several papers, e.g., [9], [14], [15], [16]. In those papers, several versions of these measures have been proposed depending on whether we want to:

- investigate influence of a given component state on a given system state/availability level [9], [14],
- analyze the total influence of a given component state on the system (not only on a specific system state) [15],
- inspect the total importance of a given component [16].

The approaches presented in the aforementioned works have been combined into one complex framework in [10]. According to that work, the SI agrees with a relative number of situations in which a given component (state) is critical for degradation of (a given state/availability level of) the system, while the BI corresponds to the probability that such situation occurs. (The criticality means that degradation of a given component results in system degradation.) These definitions indicate that identification of situations in which a given component (state) is critical for degradation of (a given state/availability level of) the system represents the main issue in the computation of these measures. In the considered paper, this task has been solved using a special tool of MVL that is known as logical differential calculus [8].

Logical differential calculus has been developed for analysis of dynamic properties of MVL functions. Logic derivative is a key term of this tool. There exist several types of logic derivatives but, for the purpose of this paper, Direct Partial Logic Derivatives (DPLDs) are the most important.

A DPLD reveals circumstances under which a considered change of a MVL variable results in the studied change of the analyzed MVL function. Since the formal definition of the structure function of a MSS agrees with the definition of a MVL function, this derivative can also be used in the analysis of MSSs. In this case, it allows us to detect situations in which a given change of a given component state results in the studied change of the system state. More formally, a DPLD with respect to variable \( x_i \) is defined as follows [8], [9]:

\[
\frac{\partial \phi(j \rightarrow h)}{\partial x_i (s \rightarrow r)} = \begin{cases} 
1, & \text{if } \phi(s, x) = j \text{ and } \phi(r, x) = h \\
0, & \text{otherwise}
\end{cases}
\]

for \( s, r, j, h \in \{0, 1, \ldots, m-1\}, s \neq r, j \neq h \),

where \((a, x) = (x_1, x_2, \ldots, x_{i-1}, a, x_{i+1}, \ldots, x_n)\) for \( a \in \{s, r\}\).

Depending on the relations between \( s \) and \( r \) and \( j \) and \( h \) in (5), four kinds of DPLDs with different physical meaning can be used in reliability analysis of MSSs:

- if \( s > r \) and \( j > h \), then the DPLD identifies situations in which degradation of component \( i \) from state \( s \) to \( r \) results in degradation of system from state \( j \) to \( h \),
— if \( s < r \) and \( j < h \), then the DPLD detects circumstances under which improvement of component \( i \) from state \( s \) to \( r \) causes improvement of system state from value \( j \) to \( h \),

— if \( s > r \) and \( j < h \), then the DPLD finds circumstances under which degradation of component \( i \) from state \( s \) to \( r \) results in improvement of system state from value \( j \) to \( h \),

— if \( s < r \) and \( j > h \), then the DPLD reveals situations in which degradation of the system from state \( j \) to \( h \) is caused by improvement of component \( i \) from state \( s \) to \( r \).

Clearly, situations identified by the last two kinds of DPLDs cannot occur in case of a coherent system and, therefore, only the first two DPLDs are meaningful in the analysis of coherent MSSs. Furthermore, in what follows, we will primarily deal with investigation of consequences of component degradation on system activity. This implies that only DPLDs in which \( s > r \) and \( j > h \) will be taken into account.

Based on the meaning of DPLDs, it is clear that they allow us to find state vectors of the form \((s_i, x)\) at which deterioration of state \( s \) of component \( i \) to state \( r \) results in degradation of system state \( j \) to \( h \). These state vectors are known as critical state vectors and, clearly, they describe circumstances under which a given component state is critical for a given degradation of system state \( j \).

One of the assumptions that are often used in importance analysis of MSSs is that the system components degrade gradually state by state. This assumption is not unrealistic because even if a component deteriorates from state \( m-1 \) to state \( 0 \), we can assume that it stays in every state from set \( \{1, 2, \ldots, m-2\} \) for very short time [9]. This implies that only DPLDs of the form of \( \frac{\partial \phi(j \rightarrow h)}{\partial x_i}(s \rightarrow s-1) \) have to be taken into account if we want to investigate importance of individual system components.

DPLDs give us a detailed view on the dependency between component degradation and system degradation. However, they are not very appropriate for importance analysis of a general MSS, i.e. a MSS in which a minor degradation (degradation by one state) of any system component can result in degradation of the system by more than one state. This inadequacy results from the fact that a lot of DPLDs have to be computed in such situations, e.g., if we want to investigate consequences of a minor degradation of state \( s \) of component \( i \), then we have to compute DPLDs of the form of \( \frac{\partial \phi(j \rightarrow h)}{\partial x_i}(s \rightarrow s-1) \) for all \( h < j \), i.e. \( j - 1 \) DPLDs. The similar fact can also be observed if we want to use DPLDs to investigate the coincidence between component degradation and decrease in system availability level. To avoid this problem, new types of logic derivatives have been introduced in [10]. These derivatives were named as Integrated Direct Partial Logic Derivatives (IDPLDs) because they combine several types of DPLDs together. Depending on the combined DPLDs, three types of IDPLDs have been defined. In this paper, only IDPLDs of type I and III are used.

An IDPLD of type I is defined as follows:

\[
\frac{\partial \phi(j \downarrow)}{\partial x_i}(s \rightarrow r) = \bigcup_{h=0}^{j-1} \frac{\partial \phi(j \rightarrow h)}{\partial x_i}(s \rightarrow r) = \begin{cases} 
1, & \text{if } \phi(s_i, x) = j \text{ and } \phi(r_i, x) < j, \\
0, & \text{otherwise}
\end{cases}
\]

for \( s, r \in \{0, 1, \ldots, m-1\} \), \( s \neq r \), \( j \in \{1, 2, \ldots, m-1\} \).
and it allows us to find situations in which a given degradation of state $s$ of system component $i$ results in a deterioration of system state $j$. Quantification of these situations allows us to estimate influence of the considered component degradation on system state $j$.

An IDPLD of type III has the following form:

$$\frac{\partial \phi(h_{s} \rightarrow h_{j})}{\partial x_{j}(s \rightarrow r)} = \bigcup_{h_{j} \leq j} \bigcup_{h_{r} = j} \bigcup_{x_{r} = j} \phi(h_{s} \rightarrow h_{j}) = \begin{cases} 1, & \text{if } \phi(s \rightarrow r) \geq j \text{ and } \phi(r \rightarrow s) < j \\ 0, & \text{otherwise} \end{cases},$$

for $s, r \in \{0,1,\ldots,m-1\}, s \neq r, j \in \{1,2,\ldots,m-1\}$,

(7)

where notation $h_{j} \leq j$ ($h_{j} < j$) means that all system states that are greater than or equal to (less than) $j$ are taken into account. Please note, this definition implies that IDPLDs of type III can be used to find state vectors at which a degradation of a given component state causes degradation of a given level of system availability and, therefore, they can be used to quantify consequences of a given deterioration of state $s$ of component $i$ on level $j$ of system availability.

It has been mentioned in the previous paragraphs that quantification of situations in which an IDPLD of type I or III takes nonzero value allows us to estimate influence of degradation a given component state on system state/availability level. This quantification can be done in two ways [10]. Firstly, we can compute truth density (a relative count of situations in which a function with a Boolean-valued output takes nonzero value) of the considered IDPLD. Result of this computation agrees with the relative number of situations in which a considered degradation of a given component state results in degradation of a given system state/availability level. If we assume that the system components degrade gradually state by state, then this number corresponds to SI of a given component state for a given system state/availability level [10]. This measure does not take the components states probabilities into account and, therefore, it investigates only topological importance of a given component state.

Another possibility is to calculate the probability that the considered IDPLD is nonzero. This agrees with the probability that the studied degradation of a given component state causes decrease in a given state/availability level of the system. If we assume that only minor degradations of the system components can occur, then this number agrees with BI of a given component state for a given system state/availability level [10]. Unlike the SI, the BI provides more information because it considers not only system topology but also state probabilities of the components.

The previously mentioned versions of SI and BI deals with importance of a given component state for a given state/availability level of the system. It has been shown in [10] that these measures can also be used to investigate:

- the total importance of a given component state,
- the total importance of a component for a given system state/availability level,
- the total importance of a given component.

The SI measures that can be used for these purposes are presented in Table 1. The similar table can be shown for the BI measures, but the only difference will be in replacement of the truth density notation with the probability that the IDPLD takes nonzero value. Please note that complex importance analysis of a MSS can be per-
formed by computation of all types of SI or BI measures. Based on the formulae presented in Table 1, the SI (BI) measures investigating all possible dependencies between component degradation and system deterioration can be expressed in the form of Table 2 (IMs concerning with system state) or Table 3 (IMs focusing on system availability level).

Table 1. Summary of structural importance measures investigating topological properties of the system based on component degradation

<table>
<thead>
<tr>
<th>Structural importance</th>
<th>Definition</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>The SI of a given component state and for a given system state</td>
<td>$SI_{j,s}^{i} = \text{TD} \left( \frac{\partial \phi(j \downarrow)}{\partial x_{i}} (s \rightarrow s - 1) \right)$</td>
<td>A relative number of situations in which degradation of state $s$ of component $i$ results in degradation of state $j$ of the system.</td>
</tr>
<tr>
<td>The SI of a given component state and for a given level of system availability</td>
<td>$SI_{j,\bar{s}}^{i} = \text{TD} \left( \frac{\partial \phi(h_{ij} \rightarrow h_{ij})}{\partial x_{i}} (s \rightarrow s - 1) \right)$</td>
<td>A relative number of situations in which degradation of state $s$ of component $i$ results in degradation of level $j$ of system availability.</td>
</tr>
<tr>
<td>The SI of a given component state</td>
<td>$SI_{j,s}^{i} = \sum_{j=1}^{n-1} SI_{j,s}^{i}$</td>
<td>A relative number of situations in which state $s$ of component $i$ results in system degradation.</td>
</tr>
<tr>
<td>The SI of a given component for a given system state</td>
<td>$SI_{j,s}^{i} = \frac{1}{m-1} \sum_{x_{i}} SI_{j,s}^{i}$</td>
<td>A relative number of situations in which degradation of component $i$ causes degradation of state $j$ of the system.</td>
</tr>
<tr>
<td>The SI of a given component for a given system availability level</td>
<td>$SI_{j,\bar{s}}^{i} = \frac{1}{m-1} \sum_{x_{i}} SI_{j,\bar{s}}^{i}$</td>
<td>A relative number of situations in which degradation of component $i$ causes degradation of level $j$ of system availability.</td>
</tr>
<tr>
<td>The total SI of a given component</td>
<td>$SI_{j}^{i} = \frac{1}{m-1} \sum_{x_{i}} SI_{j}^{i}$</td>
<td>A relative number of situations in which degradation of component $i$ results in system degradation.</td>
</tr>
</tbody>
</table>

*note: $\text{TD}(.)$ – truth density of the argument interpreted as a function with a Boolean-valued output

3 Importance Analysis of $k$-out-of-$n$ Multi-State Systems

Let us consider a $k$-out-of-$n$ MSS. According to Table 1 – Table 3, the most important thing in computation of the IMs considered above is efficient identification of non-zero elements of IDPLDs. For example, in case of computing $SI_{j,s}^{i}$, this agrees with finding all state vectors $(., x) = (x_1, x_2, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n)$ for which IDPLD $\frac{\partial \phi(j \downarrow)}{\partial x_{i}} (s \rightarrow s - 1)$ takes nonzero value. Now, let us find IDPLDs of which form can be nonzero. Firstly, let us assume that $j > s$. Such derivative cannot be nonzero because the $k$-out-of-$n$ MSS can be in state $j$ if and only if at least $k$ components are in state $j$ or greater. This implies that degradation of a component that is in a state less than $j$ cannot result in degradation of system state $j$ because system state is not
Table 2. Structural importance measures investigating topological properties of the system with respect to system state

<table>
<thead>
<tr>
<th>Component state</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\text{SI}_{1}^{1}$</td>
</tr>
<tr>
<td>2</td>
<td>$\text{SI}_{2}^{2}$</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td>$m -1$</td>
<td>$\text{SI}_{m -1}^{(m -1)}$</td>
</tr>
<tr>
<td>Sum</td>
<td>$\text{SI}_{1}^{1}$</td>
</tr>
</tbody>
</table>

Table 3. Structural importance measures investigating topological properties of the system with respect to system availability level

<table>
<thead>
<tr>
<th>Component state</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\text{SI}_{1}^{2}$</td>
</tr>
<tr>
<td>2</td>
<td>$\text{SI}_{2}^{2}$</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td>$m -1$</td>
<td>$\text{SI}_{m -1}^{(m -1)}$</td>
</tr>
<tr>
<td>Sum</td>
<td>$\text{SI}_{1}^{2}$</td>
</tr>
</tbody>
</table>
determined by this component. Secondly, let us assume that $j < s$. This derivative cannot also take nonzero values because the system can be in state $j$ if and only if not more than $k - 1$ components are in a state greater than $j$. It follows that a minor degradation of a component that is in a state greater than system state $j$ does not result in violation of this condition and, therefore, there exist no circumstances under which degradation of this component from state $s$ to state $s - 1$ can result in degradation of the system if the system is in state $j$ such that $j < s$. Finally, let us consider an IDPLD of the form of $\partial \phi(j \downarrow) / \partial x_i (j \rightarrow j - 1)$. This derivative identifies situations in which a minor degradation of state $j$ of component $i$ results in degradation of system state $j$. Such situations can occur if and only if component $i$ is in state $j$ and exactly $k - 1$ from the remaining components are in state $j$ or greater than $j$. These situations correspond to state vectors of the form of $(u_1 r_{u_1}^{(j + 1)} \ldots r_{u_{k-1}}^{(j + 1)} v_{k -1}(j), v_{k -1}(j - 1))$ where $u_1, u_2, \ldots, u_{k -1}$ are components that are in states greater than or equal to $j$; $v_1, v_2, \ldots, v_{n - k}$ are components that are in states less than $j$; $r_{u_i}^{(j + 1)}$, for $i = 1, 2, \ldots, k - 1$, de-
notes state of component $u_i$ (this state is greater than or equal to $j$); and $r_{i}^{(j,i)}$, for $t = 1,2,\ldots, n-k$, means that component $v_t$ is in a state less than $j$. It can be simply shown that \( \binom{n-1}{k-1}(m-j)^{-1} j^{k-1} \) such state vectors exist. It follows that integrated derivatives $\frac{\partial \phi(j \downarrow)}{\partial x_i(j \rightarrow j-1)}$ has \( \binom{n-1}{k-1}(m-j)^{-1} j^{k-1} \) nonzero elements. Since every IDPLD and DPLD has $m^{n-1}$ elements [9], [10], the truth density of integrated derivative $\frac{\partial \phi(j \downarrow)}{\partial x_i(j \rightarrow j-1)}$ can be computed in the following way:

\[
TD \left( \frac{\partial \phi(j \downarrow)}{\partial x_i(j \rightarrow j-1)} \right) = \binom{n-1}{k-1}(m-j)^{-1} j^{k-1} \frac{m^{n-1}}{j^{n-1}}.
\]

(8)

Based on the results obtained in the previous paragraph and information presented in Table 1, $S_{ij}^{+}$ can be computed for a $k$-out-of-$n$ MSS using the following formula:

\[
S_{ij}^{+} = TD \left( \frac{\partial \phi(j \downarrow)}{\partial x_i(s \rightarrow s-1)} \right) = \begin{cases} \binom{n-1}{k-1}(m-j)^{-1} j^{k-1} \frac{m^{n-1}}{j^{n-1}}, & \text{if } s = j \\ 0, & \text{otherwise} \end{cases}
\]

(9)

Above, we have shown that only IDPLDs of the form of $\frac{\partial \phi(j \downarrow)}{\partial x_i(j \rightarrow j-1)}$ are nonzero in case of a $k$-out-of-$n$ MSS. Since this IDPLD is nonzero if and only if states of the system components are characterized by state vectors of the form of $(j, r_{i}^{(j,i)}, r_{i}^{(j,i+1)}, \ldots, r_{i}^{(j,i+k-1)}, r_{i}^{(j,i+1)}, \ldots, r_{i}^{(j,i+k-1)})$, then degradation of component $i$ from state $j$ to $j-1$ has to result in degradation of system state from $j$ to $j-1$. This implies that the nonzero elements of this derivative agrees with the nonzero elements of DPLD $\frac{\partial \phi(j \rightarrow j-1)}{\partial x_i(j \rightarrow j-1)}$. It follows that only such DPLDs are nonzero in case of a $k$-out-of-$n$ MSS. Using this fact and definitions (6) and (7) of IDPLDs, the next formula can be proved simply for $k$-out-of-$n$ MSSs:

\[
\frac{\partial \phi(j \downarrow)}{\partial x_i(s \rightarrow s-1)} = \frac{\partial \phi(h_{j} \rightarrow h_{j-1})}{\partial x_i(s \rightarrow s-1)} = \frac{\partial \phi(j \rightarrow j-1)}{\partial x_i(s \rightarrow s-1)} \frac{\partial \phi(j \rightarrow j-1)}{\partial x_i(j \rightarrow j-1)}, \quad \text{if } s = j.
\]

(10)

This formula implies that the $k$-out-of-$n$ MSS represents a special type of MSSs in which a minor degradation of a system component can result only in a minor degradation of system state. Furthermore, it follows that the following relationships exist between SI measures presented in Table 1:
Finally, the total topological importance of component \( i \) for the activity of the \( k \)-out-of-\( n \) MSS can be computed using the following formula:

\[
\text{SI}^+_i = \frac{1}{m-1} \sum_{j=1}^{s-1} \text{SI}^+_i = \frac{(n-1)(m-j)^{k-1} j^{n-k}}{(m-1)m^{n-1}},
\]

(11)

All these formulae imply that there is no sense to distinguish between the SI measures investigating topological properties of the \( k \)-out-of-\( n \) MSS with respect to system state (Table 2) and with respect to system availability level (Table 3):

Now, let us consider the BI measures. These measures can also be computed using IDPLDs I or III. However, as has been shown in (10), these IDPLDs computed with respect to system state/availability level \( j \) agree with \( \frac{\partial \phi(j \rightarrow j-1)}{\partial x} \) in case of \( k \)-out-of-\( n \) MSSs and, therefore, the following relationships will hold between BI measures calculated with respect to system state and with respect to system availability level:

\[
\text{BI}^+_i = \frac{1}{m-1} \sum_{j=1}^{s-1} \text{BI}^+_i = \frac{(n-1)(m-j)^{k-1} j^{n-k}}{(m-1)m^{n-1}}.
\]

(12)

This implies that only problem in computation of the BI measures is calculation of the probability that DPLD \( \frac{\partial \phi(j \rightarrow j-1)}{\partial x} \) takes nonzero value. According to the results presented in the previous paragraphs, this DPLD takes nonzero values for all state vectors of the structure function that have the form of \( (j_1, r_{u_1}^{(1)}, r_{u_2}^{(2)}, \ldots, r_{u_{n-1}}^{(k-1)}, r_{v_1}^{(1)}, r_{v_2}^{(2)}, \ldots, r_{v_{s-1}}^{(k-1)}) \). Since a DPLD computed with respect to variable \( x_i \) does not depend on this variable [8], [9], the nonzero elements of the DPLD agree with the state vectors that have the following form:

\( (\ldots, r_{u_1}^{(1)}, r_{u_2}^{(2)}, \ldots, r_{u_{n-1}}^{(k-1)}, r_{v_1}^{(1)}, r_{v_2}^{(2)}, \ldots, r_{v_{s-1}}^{(k-1)}) \). Therefore, the probability that
the DPLD is nonzero can be computed simply as the probability that the system components are in states corresponding to state vectors of this form.

4 Case Study: Oil Supply System

For illustration of our approach, let us consider a modified oil supply system proposed in [12] and considered in [13]. This system is depicted in Fig. 1. There are 4 pipelines that deliver oil from the oil source to 3 oil stations. The system and every pipeline have 4 possible states. The system state is defined by the number of oil stations to which oil can be delivered through the pipelines (Table 4). The state of a pipeline identifies which oil stations can be supplied through the pipeline (Table 4). Next, let us assume that the oil source is perfectly functioning and an oil station is working if at least \( k \) pipelines are able to deliver oil to it. This description implies that only relevant components that determine system state are 4 pipelines. So, we obtain a \( k \)-out-of-4 MSS in which \( m = 4 \) and \( k \in \{1,2,3,4\} \).

![Fig. 1. Oil supply system considered in [12] and [13]](image)

Table 4. Interpretation of system and component states for the oil supply system

<table>
<thead>
<tr>
<th>State</th>
<th>System</th>
<th>Component (pipeline) ( i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>No oil station is supplied.</td>
<td>Pipeline ( i ) is not able to deliver oil to any station.</td>
</tr>
<tr>
<td>1</td>
<td>Only oil station 1 is supplied.</td>
<td>Pipeline ( i ) is able to deliver oil only to station 1.</td>
</tr>
<tr>
<td>2</td>
<td>Only oil stations 1 and 2 are supplied.</td>
<td>Pipeline ( i ) is able to deliver oil only to oil stations 1 and 2.</td>
</tr>
<tr>
<td>3</td>
<td>All oil stations are supplied.</td>
<td>Pipeline ( i ) is able to deliver oil to all oil stations.</td>
</tr>
</tbody>
</table>

Firstly, let us investigate topological properties of this system. This can be done simply using SI measures shown in Table 1 and formulae (11) and (12). For pipeline 1 and individual values of \( k \), these results are presented in Table 5. According to the results presented in the form of formulae (11) and (12), the SI measures computed in these tables investigate topological properties of the system not only with respect to system state but also with respect to system availability level. As we can see (the lower right corner of sub-tables), degradation of component 1 has the greatest influence on system activity if \( k \in \{2,3\} \) and the least if \( k \in \{1,4\} \). Next, in the bottom parts of the sub-tables, we can see that, in case of \( k \in \{1,2\} \), the most important state...
of the component is state 3, while the least important is state 1. On the other hand, if 
$k \in \{3,4\}$, then the situation is completely different, i.e. the state with the greatest 
topological influence on system degradation is state 1, while state 3 has the least in-
fluence. Similarly, using the information presented in the right columns of the sub-
tables, we can state if $k \in \{1,2\}$, then pipeline 1 has the greatest influence on system 
state/availability level 3 and the least on system state/availability level 1; while if 
$k \in \{3,4\}$, then pipeline 1 has the greatest influence on system state/availability level 
1 and the least on system state/availability level 3. Clearly, the same results can be 
obtained for the remaining pipelines since formulae (11) and (12) imply that all com-
ponents (or components states) have the same topological influence in case of $k$-out-
of-$n$ systems and fixed values of $k$ and $n$.

**Table 5.** Structural importance measures investigating pipelines 1,2,3,4 for $k = 1, 2, 3, 4$

<table>
<thead>
<tr>
<th>Component state</th>
<th>Component state</th>
<th>Average</th>
<th>Component state</th>
<th>Component state</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1$</td>
<td>$2$</td>
<td>$3$</td>
<td>$1$</td>
<td>$2$</td>
<td>$3$</td>
</tr>
<tr>
<td>Sum</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k = 1$</td>
<td></td>
<td></td>
<td>$k = 2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$1$</td>
<td>$0.0156$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0.0052$</td>
<td></td>
</tr>
<tr>
<td>$2$</td>
<td>$0$</td>
<td>$0.1250$</td>
<td>$0$</td>
<td>$0.0417$</td>
<td></td>
</tr>
<tr>
<td>$3$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0.4219$</td>
<td>$0.1406$</td>
<td></td>
</tr>
<tr>
<td>Sum</td>
<td>$0.0156$</td>
<td>$0.1250$</td>
<td>$0.4219$</td>
<td>$0.1875$</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Component state</th>
<th>Component state</th>
<th>Average</th>
<th>Component state</th>
<th>Component state</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1$</td>
<td>$2$</td>
<td>$3$</td>
<td>$1$</td>
<td>$2$</td>
<td>$3$</td>
</tr>
<tr>
<td>Sum</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k = 3$</td>
<td></td>
<td></td>
<td>$k = 4$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$1$</td>
<td>$0.4219$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0.1406$</td>
<td></td>
</tr>
<tr>
<td>$2$</td>
<td>$0$</td>
<td>$0.3750$</td>
<td>$0$</td>
<td>$0.1250$</td>
<td></td>
</tr>
<tr>
<td>$3$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0.1406$</td>
<td>$0.0469$</td>
<td></td>
</tr>
<tr>
<td>Sum</td>
<td>$0.4219$</td>
<td>$0.3750$</td>
<td>$0.1406$</td>
<td>$0.3125$</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Component state</th>
<th>Component state</th>
<th>Average</th>
<th>Component state</th>
<th>Component state</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1$</td>
<td>$2$</td>
<td>$3$</td>
<td>$1$</td>
<td>$2$</td>
<td>$3$</td>
</tr>
<tr>
<td>Sum</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Now, let us calculate the BI measures for this system. These measures take into ac-
count not only system topology but also state probabilities of the pipelines. In this 
case, we use numbers presented in [13] (Table 6).

The BI measures for the oil supply system can be computed using formulae (13). Ac-
cording to these formulae, the most important part in computation of these meas-
ures is calculating the probability that $DPLD \frac{\partial \phi(j \rightarrow j-1)}{\partial x_i}(j \rightarrow j-1)$, for 
$j = 1,2,3$ and $i = 1,2,3,4$, takes nonzero value. This can be done simply by identifying 
the state vectors of the form of $(r_{x_i}^2, r_{x_i}^3, \ldots, r_{x_i}^k, r_{x_i}^{j-2}, \ldots, r_{x_i}^{j-k+1})$ 
for specific values of $j$ and $k$. For example, if we want to compute the probability that 
$DPLD \frac{\partial \phi(l \rightarrow 0)}{\partial x_i}(l \rightarrow 0)$ is nonzero for $k = 1$, then its nonzero elements agree
with the state vectors of the form of \((.,r^{-3},r^{-1},r^{-3})\). Only one state vector has this form, i.e., state vector \((.,0,0)\); therefore, the probability that the DPLD takes nonzero value is computed as follows:

\[
\Pr\left\{ \frac{\partial \phi(2 \rightarrow 1)}{\partial x_i(2 \rightarrow 1)} = 1 \right\} = \Pr\{(\cdot,0,0)\} = p_{2,0}p_{3,0}p_{4,0} = 0.05 \times 0.03 \times 0.03 = 0.000045. \tag{14}
\]

If we want to compute the probability that DPLD \(\frac{\partial \phi(2 \rightarrow 1)}{\partial x_i(2 \rightarrow 1)}\) takes nonzero value for \(k = 1\), then we should calculate the probability that state vector \((\cdot,i,x)\) has the form of \((.,r^{-1},r^{-1},r^{-1})\). This condition is met if \((\cdot,i,x) \leq (.,1,1,1)\), where relation “\(\leq\)” between state vectors \((\cdot,i,x) = (x_1, x_2, \ldots, x_{i-1}, x_i, x_{i+1}, \ldots, x_n)\) and \((\cdot,y) = (y_1, y_2, \ldots, y_{i-1}, y_i, y_{i+1}, \ldots, y_n)\) means that \(x_k \leq y_k\) for \(k = 1,2,\ldots, i-1, i+1,\ldots, n\). So, the DPLD is nonzero with the following probability:

\[
\Pr\left\{ \frac{\partial \phi(2 \rightarrow 1)}{\partial x_i(2 \rightarrow 1)} = 1 \right\} = \Pr\{(\cdot,i,x) \leq (.,1,1,1)\} = (p_{2,0} + p_{2,1})(p_{3,0} + p_{3,1})(p_{4,0} + p_{4,1}) \approx 0.001679. \tag{15}
\]

Finally, the probability of DPLD \(\frac{\partial \phi(3 \rightarrow 2)}{\partial x_i(3 \rightarrow 2)}\) being nonzero for \(k = 1\) agrees with the probability that state vector \((\cdot,i,x)\) has the form of \((.,r^{-3},r^{-3},r^{-3})\). Using the notation “\(\leq\)”, this can be calculated as follows:

\[
\Pr\left\{ \frac{\partial \phi(3 \rightarrow 2)}{\partial x_i(3 \rightarrow 2)} = 1 \right\} = \Pr\{(\cdot,i,x) \leq (.,2,2,2)\} = (p_{2,0} + p_{2,1} + p_{2,2})(p_{3,0} + p_{3,1} + p_{3,2})(p_{4,0} + p_{4,1} + p_{4,2}) \approx 0.004943. \tag{16}
\]

Equations (14) – (16) identify the probability that DPLDs of the form of \(\frac{\partial \phi(j \rightarrow j-1)}{\partial x_i(j \rightarrow j-1)}\) takes nonzero value. Since this probability agrees with values of \(BI_{1,j}^{ij}\) and \(BI_{1,j}^{ij}\), it allows us to investigate importance of degradation of state \(j\) of pipeline 1 on state/availability level \(j\) of the oil supply system. Since all other BI measures investigating importance of a degradation of a component on system
state/availability level are equal to 0 (formulae (13)), these values can be used to investigate importance of a given component state for the system, or total importance of pipeline 1 for a specific system state/availability level, or total importance of pipeline 1 for the entire system. All these numbers are presented in the upper left sub-table of Table 7. Clearly, the same results can be obtained if we investigate importance of component 2, since state probabilities for these components are same.

Table 7. Birnbaum’s importance measures investigating pipelines 1 and 2 for \( k = 1, 2, 3, 4 \)

<table>
<thead>
<tr>
<th>Component state</th>
<th>Average</th>
<th>Component state</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k = 1 )</td>
<td></td>
<td>( k = 2 )</td>
<td></td>
</tr>
<tr>
<td>System state</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.00005</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0.0017</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0.0049</td>
</tr>
<tr>
<td>Sum</td>
<td>0.00004</td>
<td>0.0017</td>
<td>0.0049</td>
</tr>
<tr>
<td>( k = 3 )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>System state</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.1023</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0.2797</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0.3563</td>
</tr>
<tr>
<td>Sum</td>
<td>0.1023</td>
<td>0.2797</td>
<td>0.3563</td>
</tr>
<tr>
<td>( k = 4 )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>System state</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.1023</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0.2797</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0.3563</td>
</tr>
<tr>
<td>Sum</td>
<td>0.1023</td>
<td>0.2797</td>
<td>0.3563</td>
</tr>
</tbody>
</table>

Using the similar procedure as has been presented above, the BI measures of all system components can be obtained (upper left sub-tables of Table 7 and Table 8). Furthermore, if we repeat this procedure for other values of \( k \), i.e. for \( k = 2,3,4 \), we can investigate importance of individual pipelines for all versions of the oil supply system (the remaining parts of Table 7 and Table 8). (Please note that we obtain the same results for components 1 and 2 and for components 3 and 4 since their state probabilities have the same values.) According to the data presented in Table 7 and Table 8, we can state that pipelines 1 and 2 have less influence on the activity of the oil supply system than pipelines 3 and 4 if \( k = 1,2,3 \) but greater if \( k = 4 \). Another interesting fact that can be noticed based on Table 7 and Table 8 is that all system components have greater influence on greater states of the system in case of \( k \in \{1,2,3\} \), (e.g., if \( k = 1 \), then degradation of component 1 results in degradation of system state 3 with the probability 0.0016 while in degradation of system state 1 with the probability 0.00002. However, in case of \( k = 4 \), all pipelines are more important for lower states of the system (e.g., a degradation of pipeline 1 causes degradation of system state 1 with the probability 0.2980 and degradation of system state 3 with the probability 0.1885). The similar facts can be observed for the BI measures investigating...
the total importance of individual states of the pipelines for the oil supply system (the bottom rows in sub-tables of Table 7 and Table 8). All these results imply that importance of individual system components in case of $k$-out-of-$n$ systems largely depends on mutual values of $k$ and $n$.

Table 8. Birnbaum’s importance measures investigating pipelines 3 and 4 for $k = 1, 2, 3, 4$

<table>
<thead>
<tr>
<th>$k = 1$</th>
<th>$k = 2$</th>
<th>$k = 3$</th>
<th>$k = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Component state</td>
<td>Component state</td>
<td>Component state</td>
<td>Component state</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Average</td>
<td>Average</td>
<td>Average</td>
<td>Average</td>
</tr>
<tr>
<td>0.00008</td>
<td>0.0003</td>
<td>0.00008</td>
<td>0.0053</td>
</tr>
<tr>
<td>0.0023</td>
<td>0.0454</td>
<td>0.0069</td>
<td>0.0897</td>
</tr>
<tr>
<td>0.0053</td>
<td>0.0454</td>
<td>0.0069</td>
<td>0.0468</td>
</tr>
</tbody>
</table>

5 Conclusion

In this paper, importance analysis of a $k$-out-of-$n$ MSS was considered. We summarized some results from the qualitative and quantitative analysis of MSSs and proposed the method for calculation of all range of the SI and BI measures. Furthermore, we showed that a $k$-out-of-$n$ MSS is a special type of MSSs in which a minor degradation of any system component can result only in a minor degradation of system state. Because of that, it is not important to distinguish between IMs focusing on system state and IMs dealing with system availability level. Next, using logical differential calculus, we found closed-form expressions for calculation of the SI measures for a $k$-out-of-$n$ MSS. All these results were used in the analysis of the oil supply system considered in [12] and [13]. Based on our approach, we identified topological importance of individual system components for different values of $k$ and identified which components of the oil supply system were the most important if the state probabilities of individual system components were known. Finally, we would like to mention that the results presented in this paper could also be applied in the analysis of other types of systems such as medical and temporal database systems studied in [17] and [18].
Furthermore, they could also be used in other research fields, such as data mining, where they can be used to find key attributes in a dataset [19].
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Abstract. Calculating method for forecasting economic indices of agricultural enterprises on the basis of vector polynomial exponential algorithm of extrapolation of the realizations of random sequences is worked out. The model of prognosis allows estimate the results of enterprise functioning (to estimate future gross profit, gross production) after its reorganization (change of land resources, manpower resources, fixed assets). Prognostic model does not impose any restrictions on the forecast random sequence (linearity, stationarity, Markov behavior, monotonicity, etc.) and thus allows fully take into consideration stochastic peculiarities of functioning of agricultural enterprises. The simulation results confirm high efficiency of introduced calculating method. The scheme reflecting the peculiarities of functioning of the forecast model are also introduced in the work. The method can be realized in the decision support systems for agricultural and non-agricultural enterprises with various sets of economic indices.
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1 Introduction

Many decision-making processes in different areas of economy (management of enterprises, transport logistics, finance forecasting, investment under uncertainty and so on) are based on the different mathematical models, experienced theoretical
methods and modern intelligent algorithms [1-6]. For guaranteeing efficient performance of an enterprise on the market, it is necessary to form the strategy and tactics of enterprise development correctly, to ground the plans and management decisions. To do this is possible only based on effective diagnostics and prognostication of current and future economical situation at the enterprise. Western specialists have the priority in the investigation of the possibilities of the management on the basis of the forecasting of enterprise economic state. Bever (the USA) started theoretical development and building of prognostic models, then it was continued in the works of Altman (the USA) [7-8], Alberichi (Italy), Misha (France) and others [9-10]. More contemporary trend in the building of the algorithms of economic indices forecasting is the usage of stochastic methods of extrapolation. The relevance of such approach is explained with the influence of great number of accidental factors on the results of enterprise functioning (weather conditions, accidental variations of demand and supply, inflation etc.), under the influence of which the change of economic state indices obtains accidental character. It is especially important to take into account stochastic peculiarities of economic indices during the solving of the problems of prognostication of the state of agricultural enterprises.

But the existing models of prognosis impose considerable limitations on the accidental sequence describing the change of economic indices [11-16] (Markovian property, stationarity, monotony, scalarity etc.). Thereupon the problem of the building of the forecast model under the most general assumptions about the stochastic properties of the accidental process of the change of the indices of enterprise economic state arises.

2 Aim and the Raising of Problem

The aim of this work is the development of the efficient and robust method for forecasting agricultural enterprise indices. The main requirement to the forecasting method is the absence of any essential limitations on the stochastic properties of the accidental process of economic indices change.

3 Theoretical Conception of the Proposed Forecasting Method

The most universal method (from the point of view of the requirements to the investigated accidental sequence) is a method that based on the mechanism of canonical expansions [17-18]. The main primary indices of the economic state of agricultural enterprises are the gross profit, gross output, land resources, labour resources, fixed assets that is why the object of the investigation is the vector accidental sequence with five dependant constituents (if necessary the number of figures and their qualitative composition may be changed). Preliminary investigations (the check of dependence of accidental values on the basis of statistical data about the work of agricultural enterprises in Nikolaev region) showed that the accidental sequences describing the change of the economic state of the enterprises which relate to the intensive [19] type of the development during the interval of eleven years that
corresponds to the processing of twelve annual indices for the great number of the enterprises of the mentioned type have the most stable and significant stochastic relations. For such vector accidental sequence the canonical expansion has the following look [20]:

\[
X_h(i) = M\left[ X_h(i) \right] + \sum_{j=1}^{i} \sum_{v=1}^{5} V_v(i, j) \phi_{hv}^0(i), \quad i = 1, 12, \quad h = 1, 5,
\]

where \( X_h(i), i = 1, 12 \) - gross profit;
\( X_2(i), i = 1, 12 \) - gross output;
\( X_3(i), i = 1, 12 \) - land resources;
\( X_4(i), i = 1, 12 \) - labour resources;
\( X_5(i), i = 1, 12 \) - fixed assets.

The elements of canonical expansion are the accidental coefficients \( V_v(i, j) \), \( v = 1, 12, \quad \lambda = 1, 5 \) and nonrandom coordinate functions \( \phi_{hv}^0(i), v = 1, 12, \quad \lambda = 1, 5 \):

\[
V_v(i, j) = X_h(i) - M\left[ X_h(i) \right] - \sum_{\mu=1}^{H} \sum_{j=1}^{i} V_v^2 \phi_{hv}^0(i) - \sum_{j=1}^{i} V_v^2 \phi_{hv}^0(i), \quad v = 1, 12;
\]

\[
D_j(v) = M\left[ \{V_v(i, j)\}^2 \right] = M\left[ \{X_h(i)\}^2 \right] - M^2\left[ X_h(i) \right] - \sum_{\mu=1}^{H} \sum_{j=1}^{i} D_j(\mu) \phi_{hv}^0(i)^2 - \sum_{j=1}^{i} D_j(v) \phi_{hv}^0(i)^2, \quad v = 1, 12;
\]

\[
\phi_{hv}^0(i) = \frac{M\left[ V_v(i, j) \right]}{M\left[ \{V_v(i, j)\}^2 \right]} = \frac{1}{D_j(v)} \left( M\left[ X_h(i) \right] X_h(i) \right) - M\left[ X_h(i) \right] M\left[ X_h(i) \right] - \sum_{\mu=1}^{H} \sum_{j=1}^{i} D_j(\mu) \phi_{hv}^0(i) \phi_{hv}^0(i) - \sum_{j=1}^{i} D_j(v) \phi_{hv}^0(i) \phi_{hv}^0(i), \quad \lambda = 1, 5, v = 1, i.
\]

Coordinate functions \( \phi_{hv}^0(i), h, \lambda = 1, 5, \quad v, i = 1, 12 \) have the following properties:

\[
\phi_{hv}^0(i) = \begin{cases} 
1, & h = \lambda \quad \text{and} \quad v = i; \\
0, & i < v \quad \text{or} \quad h < \lambda \quad \text{and} \quad v = i.
\end{cases}
\]

The algorithm of extrapolation on the basis of canonical expansion has the look [20]:
\[ m^{(\mu,l)}_k(i) = \begin{cases} M[X_s(i)], \mu = 0, \\ m^{(\mu,l-1)}_k(i) + \left[ x_j(\mu) - m^{(\mu,l-1)}_k(\mu) \right] \phi^{(l)}_n(i), l \neq 1, \\ m^{(\mu,5)}_k(i) + \left[ x_j(\mu) - m^{(\mu,5)}_k(\mu) \right] \phi^{(l)}_n(i), l = 1, \end{cases} \] (6)

where \( m^{(\mu,l)}_k(i) = M\left[ X_s(i) / x_j(\nu), \lambda = \{1,5\}, \nu = \{1,\mu-1\}; x_j(\mu), j = 1,7 \right], h = \{1,5\}, \)

\( i = k,12 \) - is the linear optimal quantity by the criterion of the minimum of the average square of the error of the prognosis is the estimation of the future values of the investigated sequence under the condition that the values are known \( x_j(\nu), \lambda = \{1,5\}, \nu = 1,\mu-1; x_j(\mu), j = 1,7 \).

Essential deficiency of the forecast model (6) is the assumption of existence of only linear stochastic relations in the sequence \( X_s(i), h = \{1,5\}, i = \{1,12\} \), describing the process of change of economic indices of agricultural enterprises. The analysis of statistical data about the work of agricultural enterprises of Nikolaev region showed that the stochastic relations till the fourth order \( M\left[ X_s(v) / X_s(i), h = \{1,5\}, i = \{1,12\} \right] \neq 0, v, i = \{1,12\}, l + s \leq 4, h, m = \{1,5\} \) are essential for such a sequence. Non-linear canonical model of the investigated sequence with taking account of non-linear relations takes the form [21]:

\[ X_s(i) = M\left[ X_s(i) + \sum_{j=1}^{12} \sum_{l=1}^{3} W^{(j)}_s \beta^{(j)}_n(i, i) + \sum_{j=1}^{12} \sum_{l=1}^{3} W^{(j)}_n \beta^{(j)}_n(i, i) + W^{(i)}_n, i = \{1,12\} \right] \] (7)

Random coefficients \( W^{(j)}_s, v = \{1,12\}, l = \{1,5\}, \lambda = \{1,3\} \) and nonrandom coordinate functions \( \beta^{(j)}_n(v, i), v, i = \{1,12\}, l = \{1,5\}, \lambda = \{1,3\} \) are determined with the help of expressions:

\[ W^{(j)}_s = X^s_j(v) - M\left[ X^s_j(v) \right] - \sum_{i=1}^{12} \sum_{n=1}^{3} W^{(j)}_s \beta^{(j)}_n(\mu, v) - \] (8)

\[ \sum_{n=1}^{3} W^{(j)}_s \beta^{(j)}_n(v, v) - \sum_{j=1}^{12} W^{(j)}_n \beta^{(j)}_n(v, v), v = \{1,12\}; \]

\[ D_{\lambda}(v) = M\left[ W^{(j)}_n \right] = M\left[ X^\lambda_j(v) \right] - M^2\left[ X^\lambda_j(v) \right] - \] (9)

\[ \sum_{i=1}^{12} \sum_{n=1}^{3} D_{\lambda}(\mu) \beta^{(j)}_n(\mu, v) \beta^{(j)}_n(\mu, v) - \sum_{n=1}^{3} D_{\lambda}(v) \beta^{(j)}_n(\mu, v) \beta^{(j)}_n(\mu, v) + \]

\[ \sum_{j=1}^{12} D_{\lambda}(v) \beta^{(j)}_n(\mu, v) \beta^{(j)}_n(\mu, v), \nu = \{1,12\}; \]
\[
\beta_{ij}^{(v, i)} (v, i) = \frac{M \left[ W_{ij}^{(v)} (X^*_j (i) - M [X^*_j (i)]) \right]}{M \left[ W_{ij}^{(v)} \right]^2}
\]

\[
= \frac{1}{D_{ij}} (M \left[ X^*_j (v) X^*_j (i) \right] - M \left[ X^*_j (v) \right] M \left[ X^*_j (i) \right] - \sum_{i=1}^{\lambda-1} \sum_{j=1}^{\lambda-1} D_{ij} \mu \beta_{ij}^{(v, i)} (v, i) - \sum_{i=1}^{\lambda-1} \sum_{j=1}^{\lambda-1} D_{ij} \nu \beta_{ij}^{(v, i)} (v, i) - \sum_{j=1}^{\lambda-1} D_{ij} \nu \beta_{ij}^{(v, i)} (v, i), \lambda = 1, h, i = 1, 12, v = 1, i.
\]

Vector algorithm of extrapolation [22-24] for the considered quantity of the components and order of stochastic relations on the basis of canonical expansion (7) takes the form:

\[
m_{ij}^{(v, i)} (s, i) = M \left[ X^*_j (i) \right], \mu = 0;
\]

\[
m_{ij}^{(v, i)} (s, i) = \left( x_j (\mu) - m_{ij}^{(v, i)} (1, i, \mu) \right) \beta_{ij}^{(v, i)} (\mu, i), l > 1, j < 5;
\]

\[
m_{ij}^{(v, i)} (s, i) = \left( x_j (3, \mu) - m_{ij}^{(v, i)} (3, i, \mu) \right) \beta_{ij}^{(v, i)} (\mu, i), l > 1, j < 5;
\]

\[
m_{ij}^{(v, i)} (s, i) = \left( x_j (\mu + 1) - m_{ij}^{(v, i)} (3, i, \mu + 1) \right) \beta_{ij}^{(v, i)} (\mu, i), l = 1, j = 5.
\]

\[
m_{ij}^{(v, i)} (1, i) = M \left[ X^*_j (i) / x^*_j (v) \right], \lambda = 1, 5, n = 1, 3, v = 1, \mu = 1, x^*_j (\mu), \lambda = 1, j, n = 1, l
\]
is optimal by the criterion of minimum of mean-square error of prognosis estimation of future values of economic index with ordinal number \( h \) provided that for the prognosis values \( x^*_j (v), \lambda = 1, 5, n = 1, 3, v = 1, \mu = 1, x^*_j (\mu), \lambda = 1, j, n = 1, l \) are used.

Altogether 165 values \( x^*_j (i), h = 1, 5, i = 1, 11, \lambda = 1, 3 \) and 5220 not equal to zero weight coefficients \( \beta_{ij}^{(v, i)} (v, i), v, i = 1, 12, h = 1, 5, \lambda, s = 1, 3 \) are used in the algorithm of prognosis (11).

The expression for mean-square error of extrapolation with the help of algorithm (11) by known values \( x^*_j (\mu), \mu = 1, k, j = 1, 5, n = 1, 3 \) is in the form:

\[
E_{ij}^{(v, i)} (i) = M \left[ X^*_j (i) \right] - M \left[ X_j (i) \right] - \sum_{\mu=1}^{h} \sum_{i=1}^{\lambda-1} D_{ij} (\mu) \left( \beta_{ij}^{(v, i)} (\mu, i) \right)^2, i = k, 1, 12
\]

This expression is equal to dispersion of a posteriori casual sequence \( \left\{ X^*_j (i) / x^*_j (v) \right\}, \lambda = 1, 5, n = 1, 3, v = 1, \mu = 1, x^*_j (\mu), \lambda = 1, j, n = 1, l \).

In Fig. 1 the scheme reflecting the peculiarities of functioning of the forecast model (11) is represented.
Fig. 1. Scheme of functioning of the forecast model (11) \((N = 3, \ H = 5)\)
Method of prognostication of future values of economic indices on the basis of the forecast model (11) presupposes realization of the following stages:

Stage 1. Gathering of statistical data about the results of enterprises functioning;

Stage 2. Estimation of moment functions $M\left[X_i (i)\right]$, $M\left[X_i^j (v)X_i^j (i)\right]$ on the basis of cumulated realizations of random sequence describing the process of change of economic indices;

Stage 3. Calculating of the parameters of the algorithm of extrapolation (11);

Stage 4. Estimation of future values of economic indices on the basis of the forecast model (11);

Stage 5. Estimation of the quality of the solving of the forecast problem for investigated sequence with the help of the expression (12).

4 Results of Numerical Experiment

Method is approbated on the basis of statistical data of functioning of agricultural enterprises in Nikolaev region during the period 2004-2015 (74 enterprises with gross profit 200-900 thousands grivnas). Moment functions $M\left[X_i (i)\right]$, $M\left[X_i^j (v)X_i^j (i)\right]$ were estimated by known formulae of mathematical statistics for sections 2004, 2005, ..., 2014. Data about the work of the enterprises for 2015 were supposed to be unknown and the estimation of moment functions $M\left[X_i (12)\right]$, $M\left[X_i^j (v)X_i^j (12)\right]$ for the last section (corresponding to 2015) was carried out on the basis of determinate models with the use of four previous years (2011-2014) in tabular processor Microsoft Excel (instrument “Search for solutions”). For example, in Table 1 the values of autocorrelated function $M\left[\hat{X}_i^j (v)\hat{X}_i^j (i)\right]$, $v=\overline{1,12}$, $i=\overline{1,12}$ for the component $X_i (i)$, $i=\overline{1,12}$ (gross profit) are represented.

For 2015 values $M\left[\hat{X}_i^j (v)\hat{X}_i^j (12)\right]$, $v=\overline{1,11}$ are obtained on the basis of determinate model:

$$M\left[\hat{X}_i^j (v)\hat{X}_i^j (12)\right]=0,718M\left[\hat{X}_i^j (v)\hat{X}_i^j (11)\right]-0,053M\left[\hat{X}_i^j (v)\hat{X}_i^j (10)\right]+0,2128M\left[\hat{X}_i^j (v)\hat{X}_i^j (9)\right]-0,105M\left[\hat{X}_i^j (v)\hat{X}_i^j (8)\right], \quad v=\overline{1,11},$$

(13)

Coordinate function $\beta^{x,y}_{\overline{1,12}}(v,i)$ $v,i=\overline{1,12}$ (Table 2) corresponds to correlated function $M\left[\hat{X}_i^j (v)\hat{X}_i^j (i)\right]$, $v=\overline{1,12}$, $i=\overline{1,12}$.
Table 1. Autocorrelated function of the component $X_i(i)$, $i=1,12$

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2004</td>
<td>1</td>
<td>0.99</td>
<td>0.70</td>
<td>0.42</td>
<td>0.79</td>
<td>0.74</td>
<td>0.49</td>
<td>0.72</td>
<td>0.63</td>
<td>0.46</td>
<td>0.55</td>
<td>0.43</td>
</tr>
<tr>
<td>2005</td>
<td>0.70</td>
<td>0.72</td>
<td>1</td>
<td>0.57</td>
<td>0.67</td>
<td>0.58</td>
<td>0.70</td>
<td>0.69</td>
<td>0.70</td>
<td>0.66</td>
<td>0.78</td>
<td>0.60</td>
</tr>
<tr>
<td>2006</td>
<td>0.42</td>
<td>0.42</td>
<td>0.57</td>
<td>1</td>
<td>0.38</td>
<td>0.36</td>
<td>0.45</td>
<td>0.21</td>
<td>0.41</td>
<td>0.36</td>
<td>0.19</td>
<td>0.18</td>
</tr>
<tr>
<td>2007</td>
<td>0.79</td>
<td>0.74</td>
<td>0.67</td>
<td>0.38</td>
<td>1</td>
<td>0.81</td>
<td>0.55</td>
<td>0.91</td>
<td>0.80</td>
<td>0.72</td>
<td>0.53</td>
<td>0.41</td>
</tr>
<tr>
<td>2008</td>
<td>0.74</td>
<td>0.74</td>
<td>0.58</td>
<td>0.36</td>
<td>0.81</td>
<td>1</td>
<td>0.72</td>
<td>0.73</td>
<td>0.92</td>
<td>0.81</td>
<td>0.51</td>
<td>0.44</td>
</tr>
<tr>
<td>2009</td>
<td>0.49</td>
<td>0.52</td>
<td>0.70</td>
<td>0.45</td>
<td>0.55</td>
<td>0.72</td>
<td>1</td>
<td>0.51</td>
<td>0.74</td>
<td>0.73</td>
<td>0.49</td>
<td>0.41</td>
</tr>
<tr>
<td>2010</td>
<td>0.72</td>
<td>0.70</td>
<td>0.69</td>
<td>0.21</td>
<td>0.91</td>
<td>0.73</td>
<td>0.51</td>
<td>1</td>
<td>0.77</td>
<td>0.80</td>
<td>0.74</td>
<td>0.55</td>
</tr>
<tr>
<td>2011</td>
<td>0.63</td>
<td>0.64</td>
<td>0.70</td>
<td>0.41</td>
<td>0.80</td>
<td>0.92</td>
<td>0.74</td>
<td>0.77</td>
<td>1</td>
<td>0.91</td>
<td>0.60</td>
<td>0.59</td>
</tr>
<tr>
<td>2012</td>
<td>0.46</td>
<td>0.48</td>
<td>0.66</td>
<td>0.36</td>
<td>0.72</td>
<td>0.81</td>
<td>0.73</td>
<td>0.80</td>
<td>0.91</td>
<td>1</td>
<td>0.71</td>
<td>0.46</td>
</tr>
<tr>
<td>2013</td>
<td>0.55</td>
<td>0.59</td>
<td>0.78</td>
<td>0.19</td>
<td>0.53</td>
<td>0.51</td>
<td>0.49</td>
<td>0.74</td>
<td>0.60</td>
<td>0.71</td>
<td>1</td>
<td>0.71</td>
</tr>
<tr>
<td>2014</td>
<td>0.43</td>
<td>0.46</td>
<td>0.60</td>
<td>0.18</td>
<td>0.41</td>
<td>0.44</td>
<td>0.41</td>
<td>0.55</td>
<td>0.59</td>
<td>0.46</td>
<td>0.71</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2. Coordinate function $\beta^{(1)}_{i}(v,i)$, $v,i=1,12$

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2004</td>
<td>1</td>
<td>0.89</td>
<td>0.54</td>
<td>0.55</td>
<td>0.62</td>
<td>0.43</td>
<td>0.45</td>
<td>0.89</td>
<td>0.85</td>
<td>0.90</td>
<td>2.36</td>
<td>2.65</td>
</tr>
<tr>
<td>2005</td>
<td>0</td>
<td>1</td>
<td>2.25</td>
<td>-1.46</td>
<td>-2.40</td>
<td>0.27</td>
<td>5.47</td>
<td>-2.71</td>
<td>3.55</td>
<td>1.83</td>
<td>2.85</td>
<td>4.70</td>
</tr>
<tr>
<td>2006</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>5.09</td>
<td>1.17</td>
<td>1.53</td>
<td>-0.03</td>
<td>-2.77</td>
<td>-0.23</td>
<td>-5.52</td>
<td>2.34</td>
<td>5.07</td>
</tr>
<tr>
<td>2007</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.17</td>
<td>0.26</td>
<td>0.94</td>
<td>0.18</td>
<td>0.77</td>
<td>1.05</td>
<td>-0.57</td>
<td>2.76</td>
<td></td>
</tr>
<tr>
<td>2008</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.17</td>
<td>0.26</td>
<td>0.94</td>
<td>0.18</td>
<td>0.77</td>
<td>1.05</td>
<td>-0.57</td>
<td>2.76</td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-1.81</td>
<td>0.74</td>
<td>3.53</td>
<td>0.37</td>
<td>9.31</td>
<td>2.86</td>
</tr>
<tr>
<td>2010</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-0.68</td>
<td>1.27</td>
<td>0.96</td>
<td>1.05</td>
<td>3.18</td>
<td>3.39</td>
</tr>
<tr>
<td>2011</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1.29</td>
<td>3.30</td>
<td>0.93</td>
<td>6.75</td>
<td>-4.68</td>
</tr>
<tr>
<td>2012</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1.29</td>
<td>3.30</td>
<td>0.93</td>
<td>6.75</td>
</tr>
<tr>
<td>2013</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1.29</td>
<td>3.30</td>
<td>0.93</td>
</tr>
<tr>
<td>2014</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1.29</td>
<td>3.30</td>
</tr>
<tr>
<td>2015</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1.29</td>
</tr>
</tbody>
</table>

In Table 3 weight coefficients $\beta^{(1)}_{i3}(v,i)$, $v,i=1,11$, $i=2,12$ determining the influence of values $X_i(i)$, $i=1,11$ of gross profit in high-order third degree on future values of this parameter are represented.
Table 3. Values of coordinate function $\beta_{ij}^{(i)}(v,i)$ $v_r = \overline{1,11}$, $i = 2,12$

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2004</td>
<td>9*10^{-6}</td>
<td>-1*10^{-7}</td>
<td>-3*10^{-7}</td>
<td>-5*10^{-7}</td>
<td>-3*10^{-7}</td>
<td>-2*10^{-7}</td>
<td>-8*10^{-6}</td>
<td>-3*10^{-6}</td>
<td>-1*10^{-6}</td>
<td>-3*10^{-7}</td>
<td>-4*10^{-7}</td>
</tr>
<tr>
<td>2005</td>
<td>0</td>
<td>-1*10^{-4}</td>
<td>-1*10^{-5}</td>
<td>-3*10^{-4}</td>
<td>-3*10^{-4}</td>
<td>7*10^{-5}</td>
<td>10^{-4}</td>
<td>6*10^{-5}</td>
<td>-2*10^{-4}</td>
<td>8*10^{-5}</td>
<td></td>
</tr>
<tr>
<td>2006</td>
<td>0</td>
<td>0</td>
<td>-1*10^{-5}</td>
<td>2*10^{-6}</td>
<td>-3*10^{-6}</td>
<td>-9*10^{-7}</td>
<td>2*10^{-8}</td>
<td>6*10^{-6}</td>
<td>-6*10^{-6}</td>
<td>-9*10^{-6}</td>
<td>-7*10^{-7}</td>
</tr>
<tr>
<td>2007</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2*10^{-8}</td>
<td>-9*10^{-8}</td>
<td>2*10^{-9}</td>
<td>3*10^{-8}</td>
<td>7*10^{-8}</td>
<td>8*10^{-9}</td>
<td>4*10^{-9}</td>
<td>3*10^{-7}</td>
</tr>
<tr>
<td>2008</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-8*10^{-8}</td>
<td>2*10^{-8}</td>
<td>7*10^{-7}</td>
<td>3*10^{-7}</td>
<td>4*10^{-7}</td>
<td>3*10^{-8}</td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-8*10^{-7}</td>
<td>-6*10^{-7}</td>
<td>-7*10^{-7}</td>
<td>-4*10^{-8}</td>
<td>-3*10^{-7}</td>
<td>-9*10^{-8}</td>
</tr>
<tr>
<td>2010</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8*10^{-9}</td>
<td>8*10^{-6}</td>
<td>5*10^{-7}</td>
<td>-10^{-8}</td>
<td>-4*10^{-7}</td>
</tr>
<tr>
<td>2011</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2*10^{-5}</td>
<td>8*10^{-7}</td>
<td>-2*10^{-6}</td>
<td>8*10^{-6}</td>
<td></td>
</tr>
<tr>
<td>2012</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2*10^{-8}</td>
<td>4*10^{-7}</td>
<td>-3*10^{-6}</td>
<td></td>
</tr>
<tr>
<td>2013</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3*10^{-8}</td>
<td>-7*10^{-6}</td>
<td></td>
</tr>
<tr>
<td>2014</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9*10^{-6}</td>
<td></td>
</tr>
</tbody>
</table>

As it can be seen in Table 3 values $\beta_{ij}^{(i)}(i)$, $i = \overline{1,11}$ are relatively small but this doesn’t mean that given weight coefficients don’t influence on the forming of the estimation of future value as $\beta_{ij}^{(i)}(i)$, $i = \overline{1,11}$ are multiplied in the process of calculations by values $x_i(i)$, $i = \overline{1,11}$ (values of the sixth-seventh order).

For functioning of the forecast model (11) on the basis of statistical data 25 tables of weight coefficients analogous to Tables 2-3 were calculated.

During the application of the method of economic indices prognostication for 2016 optimal order of non-linear relations of the investigated random sequence is unknown. But taking into consideration that $N=4$ is invariable during 11 years there is quite high probability that given parameter will remain on the same level.

Values in Table 4 reflects the change of relative error of prognostication of gross profit of enterprise (component $X_i(i)$, $i = \overline{1,12}$) during 2015 depending on the order of stochastic relations used in model (11).

Table 4. Relative error of prognostication of gross profit

<table>
<thead>
<tr>
<th>Order of stochastic relations</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative error</td>
<td>6.9 %</td>
<td>3.3 %</td>
<td>1.5 %</td>
</tr>
</tbody>
</table>

Thus the results of the experiment showed (Table 4) that application of nonlinear relations in the forecast model allows increase considerably the quality of economic indices prognostication.
5 Conclusion

Calculating method of the estimation of future values of economic indices of agricultural enterprises functioning is obtained in the work. The algorithm of extrapolation of vector random sequence based on nonlinear polynomial canonical expansion is assumed as a basis of the method. The optimal algorithm of the extrapolation of the economic indices of agricultural enterprises, which as well as canonical expansion put into its base doesn’t impose any essential limitations on the stochastic properties of economic indices. In addition to pre-aggregate indicators (gross output, land resources, manpower, plant and equipment) a range of parameters can be used as the components of investigated random sequence (weather conditions, prices of resources, etc) influencing the effectiveness of the functioning of agricultural enterprises. The results of the numerical experiment showed that the forecast model possesses high accuracy characteristics at the expense of maximal taking into consideration of stochastic qualities of random sequence of economic indices change. Schemes of calculation of the parameters of the forecast model and estimations of future values of economic indices on its basis are introduced in the work. Expression for the mean-square error of extrapolation allows to estimate the quality of the forecast problem solving.
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1 Introduction

Modern Information Communication Technology (ICT) causes intensive changes in, practically, all areas of human activity. These changes, in particular, impose non-traditional restrictions for decision processes in the field of economy. New approaches for modelling economic processes such as “econophysics” [6] are responses on these challenges in the information society. The key reason of a huge number of the changes is a reduction of the time scale for decision making to manage of economic processes. This reduction can be argued that business management systems gain more and more features inherent in real-time control systems for complex technical objects. Thus, we may talk about real-time economic processes and use the corresponding technique to analyse and design them on the base of ICT. Today Event-Driven Architecture (EDA) is the generally accepted architecture solution to construct an information system that is scalable, adaptable, and capable to operate in real-time [3]. Mathematical fundamentals to analyse component behaviour of such a system have been established in the papers [1, 7, 8]. The practically important class of
message detectors for systems built on EDA has been defined and considered in [2]. The implementation of these ideas and theoretical results in the development process of information systems for business a priori constrained by the complexity of identifying message patterns of system events. In such situations, the usage of the machine learning methods is one possible way to overcome the complexity of the problem in progress of solving it. The advantage of this approach is needlessness to construct a general theory, covering all logically possible occasions. Instead, it creates a mechanism to adapt the system to new situation that is not consistent with the current knowledge of the system. The main goal of the paper is to present the principal suggestions of our approach and the preliminary results.

2 Basic Mathematical Model and Problem Statement

Here we describe the model proposed in [7] for a component of a system based on EDA.

2.1 Basic Notation and Definitions

Below we use the following notation:

\[ f : X \rightarrow Y \] denotes that \( f \) is a partial mapping from \( X \) into \( Y \);
\[ f(x) \uparrow \] denotes that \( f(x) \) is not defined for the member \( x \) of \( X \);
\[ f(x) \downarrow \] denotes that \( f(x) \) is defined for the member \( x \) of \( X \);
\[ f(x) \downarrow = y \] denotes that \( f(x) \downarrow \) and \( y = f(x) \) for the member \( y \) of \( Y \);
\[ \epsilon \] denotes the empty (zero-length) sequence;
\[ X^+ \] denotes the set of all non-empty finite sequences composed of elements of \( X \);
\[ X^* \] denotes the set \( \{ \epsilon \} \cup X^+ \);
\[ X^\omega \] denotes the set of all infinite sequences composed of elements of \( X \);
\[ X^\infty \] denotes the set \( X^* \cup X^\omega \);
\[ |x| \] denotes the length of the finite sequence \( x \);
\[ x[0] \] denotes the first element of a finite or infinite sequence \( x \);
\[ x[1:] \] denotes the sequence obtained by removing the first element of the sequence \( x \).
**Definition 1.** For a finite set $X$ a subset $L$ of $X^*$ is called a language and, in the context, $X$ is called an alphabet, and its members are called symbols.

We interpret symbols as a prime messages informing that the corresponding elementary event has happened. Some finite sequences of symbols inform about complex events and below these sequences are called events. Other finite sequences of symbols do not carry information about complex events and below we call them words. Sets of complex events must meet the certain conditions. The most important of these conditions is that any stream of elementary events is uniquely subdivided into a series of complex events by directed viewing the stream from left to right. This condition leads to the requirement that $L$ is prefix-free [7]. Now we can require that any set of complex events related with a system would be prefix-free.

### 2.2 Mathematical Model

Let us briefly remind the principal tenets of the used model. Any component of a system based on EDA is modelled by using the concept of a **CEP-machine**.

**Definition 2 (Structure of CEP-machine).** Any CEP-machine is a quintuple $M = (X, Y, H, h_0, \alpha)$ with the following constituents:

- the **alphabet of atomic messages** $X$, which is a finite set;
- the **alphabet of machine responses** $Y$, which is a finite set;
- the **set of handlers** $H$, which is a finite set, whose each member is a partial mapping $h : X^+ \rightarrow Y$ such that its domain is a prefix-free language;
- the **initial handler** $h_0$, which is some fixed element of $H$;
- the **response function** $\alpha$, which is a mapping with domain $Y$ and codomain $H$.

The general behaviour of any CEP-machine is described in [7]. However in the general case it is possible that a CEP-machine can become hung while trying to recognize an event. But in our study we consider simpler case, which was first considered in [2]. In this case the situation, when the CEP-machine is hanging, is impossible. To specify this special case we are in need in the following definition.

**Definition 3 (Regular handler).** A handler $h : X^+ \rightarrow Y$ is called regular if there exist some finite set $Z$ with the marked element $z_0 \in Z$
and some mapping $\delta: Z \times X \rightarrow Z \cup Y$ such that for any $u \in X^+$ and $y \in Y$ the condition $h(u) \downarrow y$ is fulfilled iff there exist $z_1, \ldots, z_{|u|-1} \in Z$ such that
\[
\begin{align*}
z_{i+1} &= \delta(z_i, u[i]) \quad \text{for} \quad 0 \leq i < |u| - 1 \quad \text{and} \\
y &= \delta(z_{|u|-1}, u[|u| - 1]).
\end{align*}
\]
In this case we say that the handler $h$ is realized by the triple $(Z, z_0, \delta)$.

Remark 1. It is evident that a handler is regular if there exist a finite state machine realising it.

Definition 4 (Regular CEP-machine). A CEP-machine is called regular if all its handlers are regular.

2.3 Problem Statement

In practice we propose restrict our technique by methods of synthesis for regular CEP-machines. This restriction is caused by technical and theoretical difficulties of more general technique. Further, it is evident that the synthesis problem for a regular CEP-machine is decomposed into series of synthesis problems for regular handlers each of which has only one possible response “accepted”. In this case we use the term “a regular acceptor” instead the term “a regular handler”. Thus, a machine-learning problem for synthesis process of a regular handler can be formulated in the following manner.

**Problem.** Let $E = \{u_1, \ldots, u_M\}$ be a finite prefix-free set of finite sequences composed by elements of $X$ and $C = \{v_1, \ldots, v_N\}$ be a finite set of finite sequences composed by elements of $X$ such that $E \cap C = \emptyset$ then we interpret elements of set $E$ as examples and elements of set $C$ as counterexamples; we need to find a regular acceptor $h: X^+ \rightarrow \{\text{accepted}\}$ such that
\[
\begin{align*}
1. \quad h(u_i) &= \text{accepted} \quad \text{for all} \quad 0 \leq i < M; \\
2. \quad h(v_i) &= \text{not accepted} \quad \text{for all} \quad 0 \leq i < N; \quad \text{and} \\
3. \quad \text{the corresponding set} \quad Z \quad \text{has the least number of elements among all possible.}
\end{align*}
\]

3 Progress Review

Here we present a method to build a regular acceptor and describe a computer experiment that instills confidence in the existence of a mathematical justification for this method.
3.1 Some Theoretical Background

We premise our presentation with a few simple theoretical results. The techniques used to prove these results are quite common in automata theory therefore we omit the corresponding proofs for simplicity of the presentation. First of all, let us return to Remark 1 and discuss more detail the interrelation between regular acceptors and finite state machines. Namely, if we consider for any regular acceptor $h : X^+ \rightarrow Y$ that realized by the triple $(Z, z_0, \delta)$ the machine $(Q = Z \cup Y \cup \{q_{trap}\}, X, \delta : Q \times X \rightarrow Q, q_0 = z_0, Q_{accept} = Y)$ where $q_{trap} \notin Z \cup Y$ and $\delta(y, x) = q_{trap}$ for any $x \in X$ and $y \in Y$ then the regular language accepted by this machine coincides with the set of events accepted by the regular acceptor. After this brief theoretical review, we can return to our problem.

3.2 Proposed Method

The general view of the method to find an acceptor is presented by Alg. 1. This method consists of the series of redirections for acceptor transitions leading into the trap starting with the minimal acceptor for the set of examples. Two functions used by the algorithm `init` and `modify` are specified separately.

To complete the specification of the proposed method we need to describe algorithms for the function `init` (see item 3 of the Alg. 1) and for the function `modify` (see item 7 of the Alg. 1).

**Function init.** To build the minimal acceptor the following ideas are used:

1. states of the acceptor are defined recursively as special sets of words;
2. we choose the set $E$ as $z_0$ and add it to $Z$;
3. we choose the empty set as $\text{trap}$;
4. if for $x \in X$ in $E$ there is not a word with the first symbol $x$ then assign $\delta(z_0, x) = \text{trap}$ else the set $\{u \in X^* \mid xu \in E\}$ add to $Z$;
5. repeat recursively this consideration for all member of $Z$ until $Z$ is stabilized;
6. denote the set $\{\epsilon\}$ by accepted.

The acceptor obtained in this manner is assigned as a result of the function `init`. 
Algorithm 1. Specification of the proposed method

```python
def learning_method(E, C):
    Require : the finite prefix-free set of events E
              the finite set of words that are not events C
    Ensure : the required acceptor
    do that:
    initiate the learning process by applying function init to the set E
    and denoting the result by acceptor
    # initialize the set of transitions that cannot be redirected
    frozen_transitions = set()
    while halting condition is not fulfilled:
        do that:
        modify acceptor by redirecting a transition leading into the trap
        and minimize the resulting acceptor wherein the redirected
        transition cannot belong to frozen_transitions
        do that:
        check that acceptor is admissible in the sense that it does not
        accept any word from C
        if the checking is successful: continue
        else:
            do that:
            roll-back the modification and add the redirected transition
            into frozen_transitions
```

Function modify. To select a transition for redirection we use the following simple remark: the minimal regular acceptor has at most one state that is an attractor, i.e. any transition that goes out from this state has this state as a target. Moreover, if this acceptor accepts a finite language then the existence of the attractor is guaranteed. Further, to minimize the new acceptor we use standard Hopcroft’s algorithm [4].

3.3 Computer Experiment Schema

Thus, we assume that the described above method gives a solution of our problem. To check reasonability of this assumption we designed the computer experiment for searching counterexamples to the assumption. The Alg. 2 specifies the schema of the experiment.

3.4 Case Study

To implement the mentioned experimental schema we have used language Python with libraries “scipy” and “numpy” [5]. Particularly, all random
Algorithm 2. The schema of the computer experiment

1. for _ in range(given_number_of_experiments):
2.     do that:
3.         generate randomly a regular acceptor acceptor
4.         do that:
5.             generate randomly sets \(E\) and \(C\) using acceptor
6.             acceptor' = learning_method(E,C)
7.         do that:
8.             compare acceptor' and acceptor

choices have been provided by the standard function \texttt{random.choice} contained in the library “numpy”. To randomly generate a regular expression the following schema has been used. An expression is represented by a syntactic tree. Each leaf of this tree is marked by a token and each internal node of the tree is marked by a functor. Moreover, the number of children for an internal node equals the arity of the corresponding functor. The recursive structure of the syntactic tree that represents some regular expression indicates the way of this tree random generation. To make decision whether the root of the current subtree is an internal node or a leaf we propose to use the following function \(p(n)\) that determines the conditional probability to mark the current node as internal if its depth is equal to \(n\)

\[
p(n) = \begin{cases} 
1 - \frac{1}{2} \left( \frac{n}{\mu} \right)^2 & \text{if } 0 \leq n < \mu \\
\frac{1}{2} \exp \left( 1 - \frac{n}{\mu} \right) & \text{if } n \geq \mu 
\end{cases}
\]

The results of the more than 10,000 experiments have shown that for a randomly generated acceptor with the obtained sets \(E\) and \(C\), the presented method of learning was restoring this acceptor using these sets. Thus, we can assume that the proposed method is precise on regular acceptors. The last assumption can be considered as evidence in favour of the validity of the proposed method of machine learning.

4 Conclusion and Future Study

The presented paper cannot be considered as a complete research. The obtained results are preliminary, but they are very important because they
demonstrate a chance to substitute the complete logical analysis of situation by the learning on the examples and counterexamples during software development of the on-fly processing systems. Also these results make the need for further research in the following directions: future experimental study of the proposed method in order to clarify the boundaries of its applicability; finding rigorous formulations of the method convergence conditions; mathematical justification of the method; evaluation of the effectiveness of the method.

Acknowledgement. The authors thank Prof. Gregoriy Zholtkevych for the idea proposed to them: to use machine learning methods for the synthesis of the logical structure of the on-fly event processing mechanism.
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1 Introduction

The current tendencies of Ukrainian civil society development have great influence on economic performance both in private and public sectors. The evolution of civil society and democratic institutions necessitates strengthening of government accountability. As information and communication technology (ICT) has permeated all the areas of people’s life, they are able to improve practice of public governance. Government accountability and transparency have created institutional background for sustainable development. State and local budgets play the leading economic role in this process as they express public policy, society’s aims, needs and intensions.

Ukraine demonstrates substantial progress in developing of ICT in the government sector. At the same time, the practice of government financial accountability and transparency in Ukraine are still weak. This situation requires research and developing the ways of improving public governance.

The aim of this study is to reveal influence of ICT on government financial accountability and transparency.
Theoretical and Methodological Background

The conceptual framework for government transparency and accountability was developed by research in political science. The common approach considers them as relationships promoting democracy. Thus, O’Donnel [5] focuses on different types of accountability in the context of a political system. The special attention is devoted to the horizontal accountability in counties that have recently become political democracies (mainly, in Latin America). They demonstrate reasonably good vertical accountability, and have problems with horizontal accountability.

In recent research, much attention is paid to the government horizontal accountability, i.e. accountability to parliament. Rahman [9] has examined parliament control and government accountability in the South Asia countries, and concluded that although parliaments have been able to perform the key parliamentary tasks, they do not perform as successfully as their counterparts in the Western world in controlling the government and holding it to account.

Ukraine belongs to the group of countries with young democracy, and demonstrates the common tendencies for this group. This explains the significance of experience of democratic developing countries for Ukraine.

Pelizzo and Stapenhurst [7] use the broad approach to the accountability, and stress that the concept of accountability refers not only to the financial control and reporting. Accountability means a relationship between agent and principal where the agent provides information or justification for its actions. Authors identify four types of it: vertical, horizontal, diagonal and social.

Some international organizations permanently examine financial or budget government transparency and accountability. They usually use indices and ratings to assess countries progress in this area, and take into account different dimensions including financial aspects and information technologies for public governance.

Transparency and accountability studies of Ukrainian academics demonstrate the same pattern as foreign scientists’ research. They traditionally concern political science. There are few research devoted to the budget aspects of transparency and accountability. For instance, Lytvynchuk [4] has explored public control over local budget execution in Ukraine, and has concluded that public control although has legislation framework, but does not lead to the better governance. Belets [1] has paid attention to the experiment of providing participatory budgets in Ukraine. This project started in the middle of 2015, and it is too early to have the results.

The using of information and communication technology to promote government financial transparency and accountability has not yet obtained proper attention. The cases of ICT providing for government needs in Ukraine are covered in mass media. They deserve research in the context of dynamic development of a civil society as a background for horizontal accountability relationships.

Types of Government Accountability

Government accountability is a concept of relationships where government institutions provide information or justification for its actions [7]. The key questions of such approach are “What kind of information?” and “For whom should information be
provided?” The answers determine different types of accountability. Depending on the principal in the relationships of accountability, there can be horizontal and vertical accountability. Horizontal accountability exists within the public authorities and supposes the capacity of higher level of public authorities to control the lower level authorities. These are the strong hierarchical processes, usually determined by laws. They encompass various forms: compliance with different rules and regulations, monitoring and auditing, reconciliation of budget revenues and expenditures, and budget reporting. The executive branch is based on some principles of administrative science such as hierarchy, rules, impersonality and other [9]. They naturally lead to the centralized character of relations within the government institutions.

The structure of public power in democratic countries consists of three branches: the executive, the legislative and the judicial. It causes three dimensions of horizontal accountability: government institutions can be responsible to the higher levels of government within the executive branch, to the legislative institutions, and in some cases to the judicial institutions. Parliament may be aided by other institutions: supreme audit institutions, anti-corruption commissions, ombuds offices and human rights institutes.

Vertical accountability is the ability of citizens, civil organizations and groups, and mass media enforce standards of good performance on officials. The key instrument of vertical accountability is elections. The strength of democracy as a social institution constitutes a precondition for high effectiveness of government accountability. There are a number of other instruments supporting vertical accountability: participatory budgets, public hearings at budget process, budget reporting, monitoring, civil boards at government authorities, petitions, and other.

Diagonal accountability is a relatively new concept of government accountability. It supposes that citizens are engaged directly in the performance of government institutions. The main instruments of it concern the idea of citizens’ direct participation in public governance. The abovementioned instruments, such as participatory budgets and civil boards at government authorities, contribute to diagonal accountability.

There are also other types of government accountability (political and legal, social, personal and group), which are beyond this research. Horizontal, vertical and diagonal accountability are the components of logical model of government financial accountability (fig. 1).

4 Government Financial Accountability: Challenges for Ukraine

Financial information that concerns government budget, public debt and fiscal policy determines the financial (or budget) accountability. There are three pillars of budget accountability: transparency, public participation, and formal oversight institutions that create together a budget accountability ecosystem [6] (fig. 2).

Budget transparency refers to the extent and ease with which citizens can access information about and provide feedback on government revenues, expenditures, fiscal deficits and public debt. Transparency also supposes the understandable for citizens and clear (1) procedures of decision-making at budget process, and (2) budget information.
Further research requires attention to the main features of government sector in Ukraine. It has several components: (1) budget system and (2) social security funds (Figure 3). The distinguished feature of government sector is a wide range of budget organizations. They provide goods and services to the community and individual households: elementary, professional and high education, healthcare services, scientific researches, cultural development, art, sport etc. All budget organizations are under full government control and are funded by central and local budgets. Social Security Funds are included in budget, except of Pension Fund of Ukraine.

The structure of budget system demonstrates a high level of centralization. Thus, according to the reporting data of the Ministry of Finance and the State Treasury, 76.25% - 81.5% of all budget revenues (excluding intergovernmental transfers) were concentrated in the State budget during last four years. At the same time, more than 90% of the local budgets are subsidized. The share of official transfers in the structure of local budgets revenues has increased from 31.2% in 2002 to 57.1% in 2015. This creates basis for the low level of the local governments’ financial accountability to the local communities and high level of accountability to the higher levels of government.

For a long time Ukraine had a centralized system of governance, where citizens had no real opportunity to influence the decision-making process. This practice has a strong negative influence on national economy: unwillingness to pay taxes and tax avoidance, high level of shadow economy, the very low level of trust to all public authorities. Thus, according to the Ministry of Economic Development and Trade of...
Ukraine, shadow economy in 2015 equals 47% of official GDP of Ukraine. The Ilko Kucheriv Democratic Initiatives Foundation [11] explored the political results of 2015, according to which the level of citizens’ trust to the central public authorities – parliament and central government – equals 50% and demonstrates the declining tendency for the last two years. That is why public participation should become the crucial point in reforming public governance and budget sector in Ukraine.

![Fig. 2. Key features of Government financial accountability](image)

More detailed information about government financial accountability and transparency can be analyzed on the basis of Open Budget Index (OBI) methodology. The Open Budget Survey [6] demonstrates that Ukraine obtained 46 of 100 points in 2015. It means insufficient level of budget openness. OBI is an integrated indicator, which takes into account the three components of a budget accountability system [6]:

1. **Availability of budget information** to the public. Ukrainian government demonstrates sufficient level of this indicator, failing only two positions [6]. Available
documents included Pre-Budget Statement, Executive’s Budget Proposal, Enacted Budget, In-Year Reports, Year-End Reports, and Audit Report; while Ukraine did not have Citizens Budget and Mid-Year Review. This creates the pretty good basis for financial transparency.

(2) Strength of formal oversight institutions shows high points for Ukraine: Oversight by Legislature equals 79, and Oversight by Supreme Audit Institution equals 83 (with a score from 0 to 100). This indicator confirms high level of horizontal accountability in Ukraine, which is natural for the country with centralized system of public governance.

Comprehensive budget information and formal oversight institutions are those tools that afford citizens to monitor and supervise decision-making process, budget planning and implementation.

(3) Opportunities for the public to participate in the budget process. The Open Budget Survey estimated Public Participations at the very low level - 23. Public participation characterizes diagonal accountability, which proves to be a real challenge for Ukraine. Information and communication technology can play the key role in combating this problem.

5 Information and Communication Technologies for Improving Government Financial Transparency and Accountability

ICT offers solutions for governments to improve the situation with engaging citizens to public governance processes. ICT also supports public administration, public financial management, and provision of government services. ICT has potential beneficial effects on governance: (1) ICT is able to increase the quality of governance to meet citizens’ demands, reducing the cost of government operations, the access to and delivery of government services; (2) the use of ICT enhances improving transparency and accountability; (3) ICT allows to engage citizens and develop democracy; (4) ICT improves government ability to collect taxes and even is able to increase the level of voluntary tax payments [3]; (5) ICT provides ready access to information without visiting government entities; (6) ICT provides feedback to government implementing institutions in real time; (7) ICT ensures easily reporting in real time; (8) ICT curtails corruption in service delivery.

This wide range of positive effects is confirmed by tendencies in public administration. The distinctive feature of the current period is “the generalization of IT systems from only affecting back-office processes to conditioning in important ways the whole terms of relations between government agencies and civil society” [2]. The United Nations E-Government Survey claims that “the transformative changes entail not only the design and implementation of innovative practices, but more fundamentally a transformation of government’s role, functions, institutional frameworks and processes” [13].

The index of e-government development demonstrates the same tendency in Ukraine as the Open Budget Indicator. This index estimates the readiness of national governments to use the Internet and mobile technologies for government functions. E-Government Development Index (EGDI) rates the e-government performance of United Nations Member States on the basis of integrated indicator which takes into
account [13]: (1) Online Service Index (OSI); (2) Telecommunication Infrastructure Index (TII); and (3) Human Capital Index (HCI):

\[ \text{EGDI} = \frac{1}{3} (\text{OSI}_{\text{normalized}} + \text{TII}_{\text{normalized}} + \text{HCI}_{\text{normalized}}) \] (1)

Ukraine was in the group of countries with high EGDI in 2014 (the last issue of the Survey). It ranked 87th place of 193 countries with EGDI equaled 0.5032 (in 2010 Ukraine was on the 54th place of 184 countries). The Survey showed that in 2014 there was a tremendous gap between Online Service Index 0.2677 and Telecommunication Infrastructure Index 0.3802, from the one hand, and Human Capital Index 0.8616 - from the other hand. It means that online services and communications were substantially behind the society’s capacity of participating in public governance.

Civil society development in Ukraine is expressed through the vast volunteer movement. Volunteers are engaged in the developing of e-Democracy and e-Governance, anticorruption legislation, ensuring government transparency and openness. Among the most prominent results of volunteers work is the system of public procurements ProZorro. The volunteers’ idea of reforming the system of public procurements appeared at the Open University of Maydan in the beginning of 2014. The pilot project started to work in February 2015. Ukrainian parliament adopted the law on public procurements reform in September 2015 and it was put in force since April 1st, 2016. ProZorro was developed by IT-Volunteers. Ukrainian government obtained it free of charge. The total market of public procurements equals to about 250 billion UAH per year. Trade volumes on the new e-platform have reached more than 15 billion UAH since ProZorro was launched as the pilot project. ProZorro managed to save 1.4 billion UAH (it equals 9.2 %) and 30 % of time for tenders participants for the first year of its existence in the test regime [8].

At the same time, IT-Volunteers actively participate in developing e-Governance and e-Democracy in Ukraine. Among the recent projects, that have successfully started, are e-Petitions, the “Digital Cabinet”, e-Delivery of government services, online budget monitoring. The Association of Ukrainian cities is gathering the best practices of public initiatives on the local level.

IT-Volunteers participation in improving of public management witnesses about active development of diagonal accountability processes in Ukraine. The integration of participatory elements in the process of decision-making is a crucial for improving efficient public governance.

6 Conclusions

Government financial accountability and transparency have the crucial influence on the performance of political system and the quality of public administration. Ukraine demonstrates sufficient development of horizontal accountability. By contrast, the vertical accountability is weak and needs substantial improvement. The recent activation of civil society in Ukraine gave examples of diagonal accountability. The prominent role in ICT embedding in the Ukrainian government sector belongs to volunteers. They initiated, developed and raised money to fund several projects. The gap between horizontal and vertical accountability can be overcome by using information and communication technology. ICT offers a wide range of instruments: e-
Petitions, the “Digital Cabinet”, participatory budgeting, online monitoring, online voting, online budget reporting, and delivery of government services. The e-Government allows for broad changes in collaboration between a government and its stakeholders. The integration of participatory elements in the process of decision-making is a crucial for improving efficient public governance.
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1 Introduction

Increasing the diversity of the population (investors’ decisions) is achieved by means of evolutionary algorithm through discovery of investment share for all investors, except for the most successful one according to criterion of profit that encourages innovations in investment strategies. Reducing the diversity of the population by selecting the most successful investors according to the criterion of profit and fixation of their fund shares stimulates to a quality of investment strategies.

In the evolutionary metaphor phenotype is investor, genotype is set of investor’s decisions (investor strategy means how much money is invested in an asset) (Fig. 1). Defining the best investment strategies using evolutionary algorithms takes place in the space of genotypes. Some phenotypic characteristics (share investment allocation between industries) are beneficial as they generate more profit. These features are rewarding for the progeny (investors’ strategies of succeeding periods).

Solution of the problem for investors takes pace on the level of genotype. Population (set of investors) is the basic unit of evolution, i.e. population develops...
rather than investors. Selection operators affect the set of investors. Variation operators act on the level of individual investor.

Evolutionary selection: (i) gives the best investors a better chance to increase their own profit (start the next year with growth of wealth) and not to become bankrupt; (ii) moves the set of investors to better off technological adaptability.

Evolutionary strategies are usually applied to numerical optimization as a fast and good optimizer for real numbers with peculiarity of self-adaptability parameters through mutations [1].

The general problem is the effect of dynamics of technological coefficients on evolutionary strategies of investors in the economy. Basic input-output model for economic system has been developed by us, where the evolution of investment strategies depends on the variety of strategies, potential of industries and investors' fund. Numerical analysis shows how investors adapt their strategies to the changes of economic environment in order to increase their own profits. The question is how investors should change their strategy when there is uncertainty (there is a lack of data or volatility) as regards to a specific type of the dynamics of economic environment.

2 Economic Evolution in a Dynamic Environment

Evolutionary explanations and agent simulation are standard practice of research in economic sciences. Heterogeneity and cooperation of investors and their strategies are better treated by evolutionary agent model. An evolutionary model uses a set of agents for selection and changes. Evolutionary dynamics concerns behavioral interactions in evolutionary economics, which consists of several agents with heterogeneous economic strategies. We investigate how irregular and unpredictable dynamic economic environment changes the behavior of investors who make decisions in terms of such environments. Evolution in a changing environment does not occur when reaching equilibrium (steady state). Often it is more important not
only how well agents adapt in enough time, but how quickly they adapt to new challenges.

Environment variables include macroeconomic conditions, technological opportunities, economic policies and institutions (rules, procedures) and natural resources. Aspects of changes in environment’s technology are: (i) how quickly they occur; (ii) how often (1 time per period).

The emergence of a dynamic environment usually leads to the fact that the system is no longer subject to analytical solution. Numerical simulations of multi-agent systems form an alternative to analytical approach, because it is much more flexible in the study of the behavior of the economic system. They allow to study the impact of set of investors and effects of dynamic environment on the formation of evolutionary strategies and their effectiveness. Different assumptions can be made about the selection factors and innovative mechanisms (random mutations of technological factors, deterministic trends for best investors, recombination of strategies) and bounded rationality of agents (habits, imitation) [2, 3]. Systems with endogenous variables (in contrast of exogenous ones) generate system with complex feedbacks.

Evolutionary algorithms are not sufficiently explored for the development, analysis and application of methods of solving problems in the economy [4]. The evolutionary approach allows us to make analysis and adaptation of an existing population (industries) to new environmental conditions, the algorithm implements the principle of adaptation and learning (fig. 2).

Evolutionary algorithm (method) includes evolution strategies, genetic algorithms and evolutionary programming. In contrast of exact methods, evolutionary methods are approximations and allow for predetermined reasonable time to obtain high-quality solutions, which are very close to optimal and acceptable from a practical point of view [5]. Existing research do not consider investor’s decision making using input-output model and evolutionary algorithms [6,7,8]. Thus we developed our own general model to compare how profit maximization strategies of investors adapt to technological changes.

![Fig. 2. Correspondence of economic and evolutionary computation](image-url)
The evolutionary agent model with initial conditions obtained through statistic data has been developed [9] describing a set of n economic industries (final demand and matrix of technological coefficients) and m investors, which are characterized by open exchange of information. Technological matrix coefficients are determined empirically for different industries. We identify the key variables for monitoring, such as (i) industry profitability, (ii) profit of investors, (iii) the share of investment fund distribution among industries for most efficient investors. Changing technology is reflected on the adaptive strategies of investors. Therefore, investors should diversify their portfolio from initial to the most profitable in an environment where technological change and the dynamics of resources may make a variation of production factors.

In the dynamic input-output model the investors form their individual evolutionary strategy, determining the direction of increasing their profits under technological changes. Their goal is to maximize their own profits. Investors prefer evolutionary strategies that generate more profit. Their rational capacity (possibility of predicting changes) and information for investment (priority selection industries) is limited. Investors have access to information about profits of other investors, profitability of all industries and investment shares, distributed by each investor between industries. Microeconomic information about private businesses is usually confidential, while macroeconomic information about industries is public.

Behavioral interaction determines how investors use accessible information to improve their evolutionary strategy through simulation of the most successful investors’ behavior. The dynamics of the environment are outside the control of investors. Investors imitate the most effective investment portfolio, but how much it will increase their profit depends not only on the accuracy of information disclosed but on unpredictable dynamics of technological interconnection of industries within economic system. The dynamics of the environment is described by types of business cycle (table 1):

(i) **Kitchin cycle** is a short-term business cycle (40 months), when firms react to improvement of commercial situation by increasing their output through full employment using a fixed capital or decreasing of demand and increasing of stocks of products. Entrepreneurs need time to respond to this changing demand and materialize their decisions in the product. This cycle corresponds to final demand $Y$ change.

(ii) **Juglar cycle** (7-11 years) means fluctuations of investment in fixed capital without changing the level of employment at fixed capital. Business cycles are driven by investments. It aligns to evolutionary strategies of investors in our input-output model.

(iii) **Kuznets swing** (15-25 years) relates with demographic processes, migration flows, reflects the demographic or infrastructure investment cycles. It corresponds to minor changes of technical coefficients in our input-output model.

(iv) **Kondratiev wave** (45-60 years) implies technological change, expressed by intervals of high growth of sectors and intervals of relatively slow growth. These waves conform to significant changes in the technological coefficients of our input-output model.
Table 1. Types of business cycles

<table>
<thead>
<tr>
<th>Cycle type</th>
<th>Period (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kitchin cycle (inventory, e.g. pork cycle)</td>
<td>3–5</td>
</tr>
<tr>
<td>Juglar cycle (fixed investment)</td>
<td>7–11</td>
</tr>
<tr>
<td>Kuznets swing (infrastructural investment)</td>
<td>15–25</td>
</tr>
<tr>
<td>Kondratiev wave (technological basis)</td>
<td>45–60</td>
</tr>
</tbody>
</table>

The paper goal is to develop new general model to compare how profit maximization strategies of investors adapt to changes in technological interrelations between industries under imperfect information by means of evolutionary algorithms.

3 General Model Characteristics

Consider a set of investors, each of them having a goal to achieve a higher level of personal welfare. Each investor may in turn invest his money in a finite number of industries. The procedure for allocation of funds by investor defines his investment strategy. Once the funds are invested, they cannot be moved between sectors within one time period (year).

Agents understand the existence of a causal link between the investment strategy in the current period and the profit in the next period, but they cannot use a calculation to find an investment strategy that maximizes their profit level. Instead, agents use the evolutionary search method, borrowed from nature: they expand their investment strategies by simulating the most successful strategies for investors as amended. Because investor prefers higher profits to lower ones he imitates two most successful investment strategies in this industry which bring higher profit than he has. Imitation is imperfect as describing the behavior of the investor with bounded rationality. Changes implemented during simulation ensure diversity in the pool of investor strategies and maintain the evolutionary search in action. The investor chooses the strategy of other investors, based on the characteristics (phenotype), indicating its effective ongoing performance and imitate his investment strategy with variations.

In this model growth of investment can be caused by increasing the efficiency of economic industries by reducing of technological coefficients (which corresponds to decrease in average cost of product in industry) due to technological progress.

The task of investor is to determine what share of his fund each investor should invest in the industries of economic system in a current period to get the maximum profit on the assumption of uncertainty as regards the next period.

Since investors do not invest their funds $t_{t+k}^{i(j)}$ in the industries (if any) with non-positive profitability, the sum of all shares of investment for each investor will be less or equal to one. Not all investment funds invested in the industry can give return in the next period due to imperfect information as regards next year’s technological coefficients, therefore planned share of investments $d_{t+k}^{i(j)}$ may differ from the actual one.
Perfect information suggests that technologies are static or investor knows for sure in which direction and what exactly quantitative changes occur in technological dependencies between industries. In general it is unknown. Thus under imperfect information and bounded rationality (inability to process all available information to make rational decisions) each investor must adapt to changes, choosing as a standard the strategy of the most successful investor and, following it, seek to increase his own profit on his funds. This approach is an evolutionary metaphor that is used in evolutionary strategies for economic systems.

Investor adapts his current strategy depending on initial conditions (history). Profit function of each investor demonstrates which of the two strategies will survive and extend: either a leader strategy bringing the highest profit in the current period without changing investment shares, or follower strategy imitating the most successful strategies of other investors and changing his own investment shares.

Rational agent that imitates the strategy of the most successful investor seeks to reach same or greater profit under imperfect information. It leads to imitation by rational agent for the funds share of most successful investor and second best one in the current period. Criterion of strategy efficiency is the largest profit of the investor and the best (close to optimal) investment shares of most successful investors.

Strategies which used to be successful can lead to drop of investor’s profit in the next periods. It requires adaptation of investors’ strategies to new technological coefficients. To find the optimal investment level under unpredictable dynamics of industries, repeated numerical simulation with variable technology coefficients is applied and investors’ profit is measured at the end of each simulation. After determination of highest level of profit we can prepare propositions for investment policy.

Numerical simulation is based on discrete, time-synchronized model, where profits and strategies of each agent are simultaneously updated at fixed time intervals. Each period \( t \) corresponds to one financial period (e.g., year). Each step of a simulation is divided into 2 separate renewal operations:

1) **economy update** – each agent invests his funds according to his evolutionary strategy taking into account the profitability of industries; profit is calculated for each investor;
2) **strategies renewal** – all agents compare their profit with other investors, and then agents simultaneously decide whether to imitate the strategies of other investors to change theirs.

Rules of evolutionary algorithms determine how a specific property (information) about effectiveness of strategies is distributed. These rules determine how participants exchange information in appropriate environments. The rules define the conditions of birth, death or survival of properties (information about directions and share of investment). The depth of influence \( h_{\text{max}} \) of history on current investment decisions should also be defined.

To describe the evolutionary algorithm for investors’ strategies we apply variables and parameters presented in Table 1.
Table 2. Different approaches of interpretation the category “e-commerce”

<table>
<thead>
<tr>
<th>Denomination</th>
<th>Variables and parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{kj}^{(t)}$</td>
<td>capital share of investor $k$ in industry $j$ in period $t$</td>
</tr>
<tr>
<td>$n$</td>
<td>number of industries (constant)</td>
</tr>
<tr>
<td>$m$</td>
<td>number of investors (constant)</td>
</tr>
<tr>
<td>$I_{kj}^{(t)}$</td>
<td>capital of investor $k$ in industry $j$ in period $t$</td>
</tr>
<tr>
<td>$I_t^{(t)}$</td>
<td>total fund of investor $k$ in period $t$</td>
</tr>
<tr>
<td>$I_t$</td>
<td>total fund of all investors in period $t$</td>
</tr>
<tr>
<td>$A_t = [a_{ij}^{(t)}]$</td>
<td>technological coefficients matrix in period $t$</td>
</tr>
<tr>
<td>$X_t$</td>
<td>gross output of all industries in period $t$</td>
</tr>
<tr>
<td>$X_i^{(t)}$</td>
<td>gross output of industry $i$ in period $t$</td>
</tr>
<tr>
<td>$Y_t$</td>
<td>final demand matrix for products of all industries (constant)</td>
</tr>
<tr>
<td>$Y_i$</td>
<td>final demand for product of industry $i$ (constant)</td>
</tr>
<tr>
<td>$r_i^{(t)}$</td>
<td>profitability of industry $i$ in period $t$</td>
</tr>
<tr>
<td>$\Pi_{kj}^{(t)}$</td>
<td>profit of investor $k$ from industry $j$ in period $t$</td>
</tr>
<tr>
<td>$s_{kj}^{(t)}$</td>
<td>undisposed fund of investor $k$ that were planned for investment in industry $j$ in period $t-1$ and are transferred as balance in period $t$</td>
</tr>
<tr>
<td>$S_{kj}^{(t)}$</td>
<td>total fund earned by investor $k$ from industry $j$ in period $t$</td>
</tr>
</tbody>
</table>

4 Algorithm of Investors’ Strategies Adaptation to Changes in Technological Interdependence

The algorithm of adaptation of investors’ strategies to changes of technological interdependence includes 8 steps (fig. 3):
1. Initialization of industries

Economics system includes $n$ industries. To analyze the investment attractiveness of industries in the initial period $t = 0$ we introduce technological coefficient matrix $A_0 = \{a_{ij}^{(0)}\}$, $i, j = 1, ..., n$, describing the relationship between all industries and the matrix of final demand $Y$ for products of all industries.

2. Calculation of gross output

By means of input-output model the gross output of each industry is calculated as $X_0^i = (E - A_0)^{-1} \cdot Y$; and the gross output of the whole economy during the year $X_0 = \sum_{i=1}^{n} X_0^i$ is determined. Further through matrix $A_0$ we calculate profitability for each industry $i$: $r_0^i = 1 - \sum_{j=1}^{n} a_{ij}^{(0)}$.

3. Initialization of investors

There are $m$ investors, their number does not change during all simulations. In the initial period, there is egalitarian distribution of all funds between investors, each of them has the same initial money fund $I_k^{(0)} = \frac{X_0}{m}$, $k = 1, ..., m$ to form his own investment portfolio. The total fund of all investors $I_0 = \sum_{k=1}^{m} I_k^{(0)}$ equals gross output $X_0$ of the country. Each investor applies one strategy per period, the number of active strategies is the number of investors.

4. Initial investment distribution across industries

Each investor can invest all his fund in one or more industries. The vector of their investment strategies is non-negative. If several investors allocate the same sum, the right to priority investments is determined by a chance.

The richest investor begins investment and invests in the most profitable industry. First investing in most profitable industry the investor may invest no more than 50% of his fund (to prevent his dominance in the most profitable industries). Then second richest investor invests no more than 50% of his funds in this most profitable industry. Once all potential investors fill the most profitable industry in full, there comes the turn of second profitability industry to be invested by the investor who is next in size of his funds. Investors do not invest in non-positive profitability industries. The investment process will continue until funds of investors or potential for investment in industries is completed (in period $t = 0$ the second option is not fulfilled by assumptions of the model). Wherein $I_k^{(0)} = \sum_{j=1}^{n} I_k^{(0)}$, where $I_k^{(0)}$ is a fund of investor $k$ in industry $j$ in period $t = 0$. 
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5. Technological changes

In general, changes of technological coefficients are determined by replacement of one vector of technological coefficients by another one. Each vector is formed independently and randomly from a uniform distribution.

Changes in technological coefficients are characteristics of industries that depend on: - unreliable resources, such as biotic resources vulnerable to climate change (forest or fish); - reserves of reliable resources (iron or coal) that are known by the end of the decade or century; - technological changes or changes in human capital [2].

Technological innovations are guided by research and developments, the effects of which on technological coefficients are treated as environment dynamic, to which investors have to adapt. Some industries gradually change with low frequency (mining and manufacturing), others – gradually with high frequency (telecommunications and communications), some others - accidentally with low frequency (hotels and restaurants), the rest - by accident with high frequency (IT industry). Simulation mechanism has one free parameter - technological coefficients which are beyond the control of investors.

Low frequency changes are simulated by transition from one vector of technological coefficient to another every 50 years (Kondratiev long waves) which is characteristic for the industries when changes of production methods are not a driving force of innovation (fisheries). To model high frequency changes transitions begin every 3 years, in response to rapid Juglar business cycle. These rapid changes are characteristics of industries that invest powerfully in research and development (communications and telecommunications). Both Kondratiev wave and Juglar cycle are related with fund dynamics and technological restructuring, as opposed to simple changes in employment represented by a shorter Kitchin cycle [10].

For next period \( t = 1 \) each technological coefficient of matrix \( A_0 = \{a_{ij}^{(0)}\} \) will randomly change from interval \( p \in [\alpha; \beta] \), where \(-1 < \alpha; \beta < 1\). As a result, we obtain matrix \( A = \{a_{ij}^{(1)}\} \), where \( a_{ij}^{(1)} = (1+\frac{P}{100})a_{ij}^{(0)} \). Under unchangeable finish demand \( Y \) we obtain new gross output \( X_1 = (E - A)^{-1} \cdot Y \). In general case \( X_1 \neq X_0 \). For investors it means that not all of the funds invested by them in industries in period \( t = 0 \) will bring them profits in period \( t = 1 \).

6. Calculation of investors’ profits

For period \( t = 1 \) starting from the first industry investor who invested the largest capital in the industry is determined. The following condition is used to calculate the profit for largest investor (to be specific – the first) in the industry:

If \( I_{ij}^{(0)} \leq \min(X_j^{(1)}; 0) \) (if investment of 1st investor does not exceed the gross output of the industry \( j \))

then \( \Pi_{ij}^{(1)} = r_{ij}^{(1)} \cdot I_{ij}^{(0)} \) \hspace{1cm} (1)

else \( \Pi_{ij}^{(1)} = r_{ij}^{(1)} \cdot \min(X_j^{(1)}; 0) \).
For the next largest investors in the industry \(( k \neq 1)\):

If \( I_{kj}^{(0)} \leq \min(X_j^{(0)} - \sum_{h=1}^{k} I_{jh}^{(0)}, 0) \) (if investment of \(k\)-th investor does not exceed the gross output decreased by previously invested fund of larger investors)
then \( \Pi_{kj}^{(0)} = r_j^{(0)} \cdot I_{kj}^{(0)} \)
else \( \Pi_{kj}^{(0)} = r_j^{(0)} \cdot \min(X_j^{(0)} - \sum_{h=1}^{k} I_{jh}^{(0)}, 0) . \)

Similarly we calculate profits of the other investors in the rest of industries. The objective function of investor in period \(t+1\) of investor \(k = 1, \ldots, m\) for profitability in period \(t\) :

\[
\Pi_{kj}^{(t+1)} = r_{k1}^{(t+1)} + r_{k2}^{(t+1)} + \ldots + r_{kn}^{(t+1)} \cdot I_{kj}^{(t+1)}, \quad k = 1, \ldots, m .
\]

where \( I_k^{(t)} = I_{k1}^{(t)} + \ldots + I_{kn}^{(t)} \) is exogenous (fixed) investment funds of investor \(k = 1, \ldots, m\) in period \(t\) that can bring returns in period \(t+1\). Each period investor makes decision on distribution of this fund between various industries of economic system. So \( I_{kj}^{(t)} \), \(k = 1, \ldots, m\), \(j = 1, \ldots, n\) is the fund from which the investor makes decision to invest in industry \(j\) in period \(t\) that can bring returns in the period \(t+1\).

7. Determining the most effective investor

Imitating investor strategy changes, while imitated investor strategy (investor with highest profit) does not. The choice of agent strategy to be imitated depends on relative profit. Imitating investor always chooses the investor with the largest current profit. Only if the investor has no peers in profit value, he does not revise his own strategy. Imitation is the only mechanism affecting the change of agents’ strategy. There should be initial state of income distribution between investors before evolutionary selection strategies. Real imitation is never without errors. Errors are called mutations in evolutionary theory. They are fundamental to the evolutionary process, because they create and maintain diversity in which selection can work [2].

As a result of calculating profit of all investors the investor who received the greatest profit is determined, then the shares of its investment to all industries is calculated: \( d_{kj}^{(0)} = \frac{I_{kj}^{(0)}}{\sum_{j=1}^{n} I_{kj}^{(0)}} \), \(j = 1, \ldots, n\), where \( I_{kj}^{(0)} = I_{kj}^{(0)} \) (when fund of investors is less than industry’s potential), or \( I_{kj}^{(0)} = \min(X_j^{(0)} - \sum_{h=k}^{n} I_{jh}^{(0)}, 0) \) (when industry’s potential is less than investor’s fund, \(\sum_{h=k}^{n} I_{jh}^{(0)}\) - investment of all previous investors, except \(k\)). In general shares of investment will equal to:
The total investment for all investors in period $t$ is $I_t^{(1)} = I_t^{(0)} + I_t^{(1)} + \ldots + I_t^{(m)} = \sum_{i=1}^{m} I_t^{(i)}$.

In the next investment period the most effective investor will not change his strategy, which has brought him the greatest profit. He leaves unchanged his share of investment from all his wealth in the same industries and will distribute the remaining funds (if any) according to stage 4. Wealth of investor is the sum of his investment, profit from his investments and retained fund (if any).

8. Determining evolutionary strategy

The remaining investors with lower profit than the most efficient investor, try to achieve and eventually surpass the best result. To do this they apply the following evolutionary strategy:

1) they calculate shares of invested funds for all investors in all industries;

2) second largest efficient investor for each industry in which he has invested, defines two most successful investors in this industry by the profit criterion. Then he calculates the average share among these ones:

$$d_{kj}^{(i+1)} = \frac{d_{kj}^{(i)} + d_{kj}^{(i-1)}}{2},$$

where investors $B$ and $B - 1$ received the greatest profit in previous period after investing their funds in industry $j$. Evolution strategy is arithmetic mean, which also absorbs errors in the decisions of investors.

According to this evolutionary algorithm investor $k$ for the period $t = 2$ invests in industry $j$ sum $I_{kj}^{(1)} = d_{kj}^{(1)} \cdot S_{kj}^{(1)}$, where $S_{kj}^{(1)} = \sum_{j=1}^{n} (I_{kj}^{(0)} + \Pi_{kj}^{(i)} + s_{kj}^{(0)})$ is total sum of funds available to the investor $k$, where $I_{kj}^{(0)}$ - investments in industry $j$, returning to the investor in period $t = 1$, $\Pi_{kj}^{(i)}$ is a profit earned by investor $k$ in period $t = 1$ and $s_{kj}^{(0)}$ - retained investment funds of investor $k$, for next period $t = 1$.

If only one investor invests in specific industry, then as the second share is taken 0, i.e. evolutionary share of investments will be half the size of previous share. Similarly, the evolutionary algorithm is applied to other industries. This algorithm is repeated for all other investors.

The Evolutionary Algorithm is described below (Table 3).
Table 3. The evolutionary algorithm for improving investment strategy

<table>
<thead>
<tr>
<th>Algorithm 1 Evolutionary algorithm for investors’ strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Initialization of industries ( n )</td>
</tr>
<tr>
<td>2. Evaluation of the initial gross output ( X_j ) and profitability of industries ( r_i ), ( i = 1, \ldots, n )</td>
</tr>
<tr>
<td>3. Initialization of investors ( m ) with initial funds ( f_j = \frac{X_j}{m} ), ( j = 1, \ldots, m )</td>
</tr>
<tr>
<td>4. Initial allocation of funds between industries</td>
</tr>
<tr>
<td>5. while ( I_j &gt; 0 ) and ( r_i &gt; 0 ) do</td>
</tr>
<tr>
<td>6. ( \min(I_{ij} - \sum_{k=1}^{n} I_{ik} \cdot X_j \cdot \text{coef}) ), ( \text{coef} = 0.5 ) for ( t = 1 ); ( \text{coef} = 1 ) for ( t &gt; 1 )</td>
</tr>
<tr>
<td>7. endwhile</td>
</tr>
<tr>
<td>8. Profit of investors</td>
</tr>
<tr>
<td>9. Change of technological matrix ( A_i )</td>
</tr>
<tr>
<td>10. Actual distribution of investors</td>
</tr>
<tr>
<td>11. while ( I_j &gt; 0 ) and ( r_i &gt; 0 ) and ( X_j &gt; 0 ) do</td>
</tr>
<tr>
<td>12. if ( I_{ij} \leq \min(X_j - \sum_{k=1}^{n} I_{ik}; 0) )</td>
</tr>
<tr>
<td>13. then ( \Pi_{ij} = r_i \cdot I_{ij} )</td>
</tr>
<tr>
<td>14. else ( \Pi_{ij} = r_i \cdot \min(X_j - \sum_{k=1}^{n} I_{ik}; 0) )</td>
</tr>
<tr>
<td>15. end while</td>
</tr>
<tr>
<td>16. Selection of most profitable investor</td>
</tr>
<tr>
<td>17. if ( \Pi_{ij} = \max(\Pi_{i1}, \ldots, \Pi_{in}) )</td>
</tr>
<tr>
<td>18. then ( d_{ij} = \text{const} )</td>
</tr>
<tr>
<td>19. else ( d_{ij} = \frac{d_s + d_{s+1}}{2} )</td>
</tr>
</tbody>
</table>

5 Experimental Results of Desktop Application

Desktop application Investment Strategy has been created specifically for simulating of experimental data for macroeconomic input-output model of this paper, using a graphical interface of C# system libraries System.Drawing and System.Windows.Forms. Note that desktop application Investment Strategy shows results of two competitive strategies, such as leader, who do not changes his investment shares, and follower, who imitates strategies of two most efficient investors. Results are presented in tabs Calculation, Profit Dynamics, Profitability Dynamics, Gini Index. Fig. 4 shows the application window for 100 periods (corresponds to 100 years).

Investor with largest fund has privilege to invest in most profitability industries. If technological coefficient of matrix grow at average (it means that profitability de-
creases), than all investors except first almost have no chance by the means of evolutionary algorithm to be more effective than largest investor (fig. 4). During the experiment, the evolutionary dynamics of investment strategies is described by the following graphs (x-axis – time, ordinate is dynamics index):

1. Industries’ profitability variation (after changes of technological coefficients).
2. Profit dynamics of investors to compare two types of strategies: the leader and imitators.
4. Dynamics of correlation coefficient between investment and profit of investors.

On fig. 5 for almost all experiment for any number of investors and investment periods all investors except first have no chances to be more effective than greatest one. In this case leader strategy is more effective than evolutionary algorithm for technological changes when average profitabilities of industries rise ($\alpha; \beta > 0$).

![Fig. 4. Desktop application Investment Strategy](image)

The more investors the more chances to achieve best results by another investor even technological coefficients increase (fig. 6).

Second investor became leader instead of first investor (fig. 6), that confirms efficiency of evolutionary algorithm for larger number of investors using profitability industry indexes (fig. 7).

On fig. 8 for prevail cases (both small and large number of investors) evolutionary strategies of investors are more effective than unchangeable shares of leader when average profitabilities of industries fall ($\alpha; \beta < 0$).
Fig. 5. Effectiveness of leader strategy for 5, 8, 10 and 12 investors when technological coefficients rise.
Fig. 6. Effectiveness of evolutionary algorithm for 11 investors

Fig. 7. Dynamics of profitability industry indexes
Conclusions

Evolutionary investment strategies have been found to adapt distribution of investors’ fund to technological changes of economic industries. In this research we use evolutionary algorithm (EA) to improve investment strategies in economic system comparing shares of most profitable investors with other ones. Proposed algorithm selects an optimal combination of investment share in different industries for improving of investment performance. In our experiment we use statistical data from official sources to examine effectiveness of proposed investment strategy. We find the investment
strategies using evolutionary algorithm to teach investors how to increase their profit as much as possible and obtain more profit than investor with best start possibilities.

Desktop C# application Investment Strategy using a graphical interface with tabs has been created specifically for the numerical investigation of effectiveness of investment strategies using evolutionary algorithm.

As a result of our numerical experiment we have found that under increasing of technological coefficients effectiveness of evolutionary strategy is less than strategy of leader with unchangeable shares. In contrast under decreasing of technological coefficients effectiveness of evolutionary strategy is more than strategy of leader with unchangeable shares. The more investors the more effectiveness of evolutionary algorithm to improve investment strategies for industries of economic system
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Abstract. This paper analyzes the dynamic interaction between selfish and reciprocity firms in the market of homogeneous product. The decisions of both types of firms in respect of their output strategies are investigated under naive, adaptive and generalized expectations. The standard postulate for competitive firms’ model has been extended by the assumption that there is a share of reciprocity firms which, unlike selfish firms, maximize both private and social benefits as consumer surplus. It has been proved that the unique Nash equilibrium is stable for all affordable values of parameters in the model with adaptive expectations, and is unstable for the model with naive expectations at sufficiently large number of firms in the market. A special desktop application has been created for animation of model trajectory and demonstration of stable quantity trajectories and bifurcation diagrams of firms’ output. Naive expectations of two-thirds of firms result in a state of dynamic chaos in the market leading to degeneration of the existing competition model between the two types of firms. The crucial factor which ensures the stable equilibrium in the market and the ability to predict firms’ output is the adaptive approach which takes into account the adaptive expectations of firms planning their product quantity.
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1 Introduction

In recent years the researchers are renouncing the assumption of perfect rationality as unconditional basis of economic agents’ behavior. The neoclassical ‘rational man’ does not exist in reality; economic agents act according to established rules, without being fully informed and maximizing their own utility [1].
Karl Polanyi identified the alternative economic organization where social norms are not generated by economic self-interest of the individual. This network of reciprocal relations is based on mutual economic cooperation of efforts and resources between the members of non-economic network, dominated by cultural norms rather than market laws. Under reciprocity relations the exchange donor and recipient can be transposed. So this is a symmetrical relationship of gifts exchange between members of horizontal social networks [2].

This relationship is not regulated by formal institutions but based on informal commitments giving moral right to mutual help and reciprocal exchange on sustainable basis in the long run period. But this is a relationship with minimal risk for participants and the penalty of loss of social capital (reputation and trust) and social isolation. Society supports the stability of the exchange to ensure their survival during crises and wars. Reciprocity is not altruism which does not create reciprocal obligations in quantitative, qualitative or time respects, just vague commitment (e.g., you give, if you can).

Actually, reciprocity relations, commodity exchange and hierarchical subordination exist at the same time. But it is reciprocity that underlies most decentralized corrections of diverse shortcomings and failures of markets and firms. These relations are long-run factors of economic efficiency; they set most social obligations of firms towards individuals without government intervention. No society can exist without reciprocal relationship [3].

Reciprocity or social responsibility implies that the firms not only pursue their selfish goal of increasing profits, but are also ready to sacrifice some of their own profits for the benefit of consumers without direct compensation for it by the state [1]. Such targets can be stipulated by the firms’ desire to get stable profits in the long run rather than maximal short-run profits. Such forward-thinking firms-reciprocators are considered in the model of this paper. Their objective function is a weighted average of the profits and consumer surplus of their market segment.

The real economic processes make a clear demonstration that neoclassical "rational man" is not their subject. In real economy "optimal imperfect decisions" are taken by simple and non-expensive calculations, well adapted to frequent repetitions, to evolution; it is more efficient for perfectly rational firm to perform multiple experiments with quantity to estimate the demand function rather than search for nonrecurrent, instantaneous achieving of equilibrium. New paradigm of nonlinear economics is a mix of qualitative theory of nonlinear dynamical system, optimal control theory, game theory, and theory of stochastic processes [4, 5].

The evolutionary approach and analysis of the dynamics allow to explain why one type of firm ousts another from the market, why sometimes the economic system is stable, but in other cases is unstable [6, 7]. If the system has multiple equilibria, the dynamics and evolution is the selection mechanism of best equilibrium according to certain criteria [8]. The evolutionary process is analogous to social learning. An example of its application is the pricing mechanisms for auctions that occur in agents social networks, e-commerce and trade through the Internet [9, 10].

The study of the evolution of the markets with the strategic interaction usually uses the following assumptions: (a) two firms or two types of similar firms operate in the market; (b) firms produce homogeneous goods in quantities of $x_1(t)$ and $x_2(t)$; (c)
no firm knows the rivals’ quantities; (d) the firms seek to predict the output of the competitors using the adaptive scheme.

Planning of quantity for the following period firms resolve optimization problem: 
\[ \text{Max}_{i} \Pi_i(x_i, x'_j(t+1)) \text{, where } \Pi_i \text{ is the objective function of firm } i, \quad x'_j(t+1) - \text{expected quantity of a competitor } j (i, j = 1, 2). \]

Examples of bounded rationality of firms are: ignoring the impact of competitors’ actions on their own output (local monopoly approximation LMA), naive expectation (assumption of unchangeable behavior of competitors for a long time and using \( x_j(t) \) instead \( x'_j(t+1) \)). [8] Of course both decision making approaches (adaptive and naive, bounded rational) coexist in the market with a certain probability.

Analysis of nonlinear oligopoly with heterogeneous players reveals that a higher degree of product differentiation may destabilize the Cournot-Nash equilibrium. Authors showed that a cascade of flip bifurcation may lead to periodic cycles and chaotic motions [11]. Stability conditions of Nash equilibrium and complex dynamics are also studied for heterogeneous duopoly with isoelastic demand function. For such heterogeneous players a cascade of flip bifurcation leads to periodic cycles and chaos and the Neimark-Sacker bifurcation generates attractive invariant closed curve [12].

Such scheme serves as the basis for mathematical model of this paper, which distinguishes from the other models in that: (a) firms use more than one way of decision-making, and combine different ones; (b) except their own selfish interests, firms take into account social ones.

The paper goal is to consider the impact of naive, adaptive and generalized expectations of egoist and reciprocator firms on stability of equilibrium and the conditions of transition to dynamic chaos in the numerical experiment using a specially designed desktop application.

The paper is organized as follows: part 2 describes two-dimensional market model with naïve and adaptive expectations; part 3 is devoted to dynamics model in general case; part 4 demonstrates C#-application model for numerical investigation; part 5 concludes.

## 2 Two-Dimensional Market Model

We consider the market of homogeneous product, which consists of \( n \) firms, including \( k \) identical firms-reciprocators, each of them producing \( x \) units of product and \( n-k \) identical selfish firms, each of them producing \( y \) units of product. Thus, the industry quantity of the two types of firms is

\[ Q = k \cdot x + (n-k) \cdot y. \]

Product price \( P \) in the market is given by the inverse market demand function

\[ P = P(Q) = \frac{b}{Q} \quad (b > 0). \]

The objective function of a firm-egoist is profit \( \pi_y = (P - v) \cdot y \), where \( v \) is the firm’s costs per unit in the market. Firm-reciprocator maximizes both its own profit \( \pi_x = (P - v) \cdot x \) and consumer surplus \( CS \) of its own market segment:
CS = \frac{\gamma}{k} \int_{\varepsilon}^{0} P(q) dq - PQ, \text{ where } \gamma \text{ is the parameter defining the segment of the market, which the reciprocator firm believes its own and optimizes it } (0 < \gamma \leq k), \varepsilon \text{ is the minimal technologically possible quantity of product. Then}

CS = \frac{\gamma}{k} \left( b \cdot \ln \left( \frac{Q}{\varepsilon} \right) - \frac{b}{Q} \right) = \frac{by}{k} \left( \ln \left( \frac{Q}{\varepsilon} \right) - 1 \right) = \frac{by}{k} \ln \left( \frac{Q}{\varepsilon} \right),

where \( \varepsilon = \varepsilon e \). The specific choice of \( \varepsilon \) does not affect the dynamics of the model because the objective function, as any potential, is set up to an arbitrary constant accuracy, so further we will write \( \varepsilon \) instead of \( \varepsilon e \). Then the objective function of firm-reciprocator is:

\( \Pi_x = a(P - v)x + (1 - a)CS = a(P - v)x + (1 - a) \frac{by}{k} \ln \left( \frac{Q}{\varepsilon} \right), \)

where \( a \) is share of private interest PI (reciprocator’s profit), \( 1 - a \) is share of social interest (responsibility) SR (consumer surplus from its own market segment) in the objective function.

### 2.1 Dynamics Model Equations with Naive Expectations

Consider the dynamics of this two-dimensional model in discrete time \( t = 0, 1, \ldots \); where \( x_t, y_t \) are the outputs at time \( t \) of reciprocator and egoist firm, respectively. On the basis of these values at time \( t \) each firm finds the optimal value for its own production quantity in the next moment \( t + 1 \), maximizing its objective function. It distinguishes this model, in which the firm responds to changes in output of both their and other types of firms from traditional competition models, where one type of firm responds to changes in other types only. So each selfish firm is looking for such value of \( y_{t+1} \) at which it maximizes its own profits, suggesting that SR firms and the other \( n - k - 1 \) PI firms leave their quantities unchanged:

\( \pi_x = \frac{b}{y_{t+1} + k \cdot x_t + (n - k - 1) \cdot y_t} \cdot y_{t+1}. \)

Obviously, the maximum point for \( y_{t+1} \) is found from the condition \( \frac{\partial \pi_x}{\partial y_{t+1}} = 0 \), whence:

\( y_{t+1} = \frac{b}{v} \left( kx_t + (n - k - 1)y_t \right). \)

From equation (2) we obtain the response function of the PI firm:

\( y_{t+1} = \frac{y_{t+1} \cdot y_{t+1} \cdot y_{t+1}}{v} \left( kx_t + (n - k - 1)y_t \right). \)

Similarly, firm-reciprocator finds such value of \( x_{t+1} \) at which the maximum value of its objective function is:

\( \Pi_x = a \left( \frac{b}{x_{t+1} + (k - 1) \cdot x_t + (n - k) \cdot y_t} \cdot x_{t+1} - vy_{t+1} \right) + (1 - a) \frac{by}{k} \ln \left( \frac{x_{t+1} + (k - 1)x_t + (n - k)y_t}{\varepsilon} \right). \)
Here the maximum point for \( x_{t+1} \) is found from the condition \( \frac{\partial \Pi}{\partial x_{t+1}} = 0 \):

\[
\frac{\partial \Pi}{\partial x_{t+1}} = \alpha \left( b(x_{t+1} + (k-1)x_t + (n-k)y_t) - bx_{t+1} - v \right) + (1-\alpha) \frac{by}{k} (x_{t+1} + (k-1)x_t + (n-k)y_t) = 0
\]

Further, without loss of generality, we assume here \( \gamma = 1 \), otherwise we redefine the share of profit as \( \bar{\alpha} = \frac{\alpha}{\alpha + (1-\alpha)\gamma} \). Then

\[
v(x_{t+1} + (k-1)x_t + (n-k)y_t)^2 = b((k-1)x_t + (n-k)y_t) + \frac{1-\alpha}{\alpha} \frac{by}{k} (x_{t+1} + (k-1)x_t + (n-k)y_t)
\]

Assuming \( z = x_{t+1} + (k-1)x_t + (n-k)y_t \), we present (5) as:

\[
z^2 = \frac{b}{v}((k-1)x_t + (n-k)y_t) + \frac{1-\alpha}{\alpha} \frac{by}{vk} z
\]

Hence, in view of (3), we obtain a system of dynamics equations of this model:

\[
\begin{cases}
x_{t+1} = \frac{b}{v}((k-1)x_t + (n-k)y_t) + \left( \frac{1-\alpha}{\alpha} \frac{by}{vk} \right) -(k-1)x_t-(n-k)y_t + \frac{1-\alpha}{\alpha} \frac{by}{vk}, \\
y_{t+1} = \frac{b}{v}(kx_t + (n-k-1)y_t - kx_t - (n-k-1)y_t)
\end{cases}
\]

2.2 Equilibrium Conditions for the Model with Naive Expectations

In the Nash equilibrium point \( x_{t+1} = x_t, y_{t+1} = y_t \) for all \( t = 0, 1, \ldots \). Therefore, at this point, by (2) and (5) we obtain:

\[
(vx_t + (k-1)x_t + (n-k)y_t)^2 = \frac{b}{v}((k-1)x_t + (n-k)y_t) + \frac{1-\alpha}{\alpha} \frac{by}{vk}(kx_t + (n-k)y_t)
\]

From the last equation we obtain \( x - y = \frac{1-\alpha}{\alpha} (x + \frac{n-k}{k})y \), whence it follows that

\[
2\alpha - 1 = (1 + \frac{1-\alpha}{\alpha} \frac{n-k}{k})y, \text{ i.e. the response functions of both types of firms are respectively:}
\]

\[
x = \frac{ak + (1-\alpha)(n-k)}{(2\alpha - 1)k} y, \quad y = \frac{(2\alpha - 1)k}{ak + (1-\alpha)(n-k)} x
\]

To calculate the coordinates of a fixed point, we substitute the expression of \( y \) through \( x \) in the first equation (7). Thus the following proposition is proved.

**Proposition 1.** There is unique Nash equilibrium point in a dynamic system (6):
However, is this point stable?

**Proposition 2.** For any set \( b, \alpha > 0 \) and \( 0 \leq \alpha \leq 1 \) Nash equilibrium (9) is unstable for sufficiently large number of firms \( n \) if \( \frac{k}{n} > \varepsilon \) and \( \frac{k}{n} - \frac{3}{4} > \varepsilon \) for any \( \varepsilon > 0 \).

The destabilizing role of number of players \( n \) is well known for the evolution of firms' strategies in oligopoly games [8]. However, in this case, according to calculations, point (9) is unstable even at \( n \geq 5 \).

**Proof.** We show that in dynamic system (6) at Nash equilibrium point (9) modulus of Jacobian \( J \) is greater than 1: \( \| \det J \| > 1 \). This implies that at least one eigenvalue of the Jacobian is greater than 1 in absolute value, which means instability of the fixed point (9). Here, the Jacobian of the system (6):

\[
J = \begin{pmatrix}
J_{xx} & J_{xy} \\
J_{yx} & J_{yy}
\end{pmatrix} = \begin{pmatrix}
\frac{\partial x_{t+1}}{\partial x_t} & \frac{\partial x_{t+1}}{\partial y_t} \\
\frac{\partial y_{t+1}}{\partial x_t} & \frac{\partial y_{t+1}}{\partial y_t}
\end{pmatrix}.
\]

\[
J_{xx} = \frac{b_k}{v} \frac{(k-1)}{2\sqrt{v}} (k-1) x_t + (n-k) y_t + d^2,
\]

\[
J_{yy} = \frac{b_k}{v} \frac{(n-k)}{2\sqrt{v}} (n-k) y_t + d^2,
\]

\[
J_{xy} = \frac{b_k}{v} \frac{k}{2\sqrt{v}} - k,
\]

\[
J_{yx} = \frac{b_k}{v} \frac{(n-k)}{2\sqrt{v}} (n-k-1) y_t + d^2,
\]

where \( d = \frac{1}{2} \frac{1-\alpha}{\alpha} \frac{b}{v k} \), then \( \det J = J_{xx} \cdot J_{yy} - J_{xy} \cdot J_{yx} = \frac{b}{v} \frac{(k-1)x_t + (n-k)y_t + d^2}{2\sqrt{v}} - 1 \).

But for point (9) in the denominator \( \frac{b}{v} ((k-1)x^* + (n-k-1)y^*) = \)
\[ \left( \frac{b}{v} \right)^2 \left[ \frac{1 - \alpha}{\alpha} \left(1 - \frac{k}{n} \right) + \frac{2\alpha - 1}{\alpha} \left(1 - \frac{k}{n} \right) \right] + o\left(\frac{1}{n}\right) = \left( \frac{b}{v} \right)^2 \cdot \left(1 - \frac{k}{n}\right) + o\left(\frac{1}{n}\right), \]

where \( o\left(\frac{1}{n}\right) \rightarrow 0 \) for \( n \rightarrow \infty \). Similarly, we obtain for the second denominator:

\[ \frac{b}{v} \left( (k-1)x^* + (n-k)y^* \right) + d^2 = \left( \frac{b}{v} \right)^2 \cdot \left(1 - \frac{k}{n}\right) + o\left(\frac{1}{n}\right). \]

But by the data \( \left| \frac{k}{n} - \frac{3}{4} \right| > \varepsilon \) at a certain \( \varepsilon > 0 \), which guarantees that the factors \( \frac{b}{v} \left( (k-1)x^* + (n-k)y^* \right) + d^2 \) do not equal zero for all possible \( n, k, b, v > 0 \) and \( \alpha (0 \leq \alpha \leq 1) \), Q.E.D.

### 2.3 Dynamic Model Equations with Adaptive Expectations

Since all selfish firms are assumed as identical, it is natural to suggest that they have the same planning at moment \( t \), so their production quantities \( y_{i,t+1} \) will be equal too. Given these expectations, each selfish firm is looking for such value \( y_{i,t+1} \) at which it obtains the highest profit, suggesting that production quantity of \( SR \) firms will remain unchanged:

\[ \pi_y = \left( \frac{b}{kx_y + (n-k)y_{i,t+1}} - v \right) \cdot y_{i,t+1}. \quad (10) \]

Obviously, the maximum point for \( y_{i,t+1} \) is found from the condition \( \frac{\partial \pi_y}{\partial y_{i,t+1}} = 0 \), which gives us:

\[ (kx_y + (n-k)y_{i,t+1})^2 = \frac{b}{v} kx_y. \quad (11) \]

Then \( kx_y + (n-k)y_{i,t+1} = \sqrt[2]{\frac{b}{v} kx_y} \), from here response function of \( PI \) firms is:

\[ (n-k)y_{i,t+1} = \sqrt[2]{\frac{b}{v} kx_y} - kx_y. \quad (12) \]

Similarly, firm-reciprocator naturally expects that the quantity of production of all these firms at moment \( t+1 \) would be the same. Based on this expectation, each firm-reciprocator finds the value of \( x_{i,t+1} \) at which the objective function is maximal, assuming that the output of \( PI \) firms does not change:

\[ \Pi_x = \alpha \left( \frac{b}{kx_{i,t+1} + (n-k)y_{i}} x_{i,t+1} - vy_{i,t+1} \right) + (1 - \alpha) \frac{by}{k} \ln \left( \frac{kx_{i,t+1} + (n-k)y_{i}}{\varepsilon} \right). \quad (13) \]
Here we can find the maximum point for $x_{t+1}$ from the condition $\frac{\partial \Pi}{\partial x_{t+1}} = 0$, hereof:

$$
(kx_{t+1} + (n-k)y_t)^2 = \frac{b}{v} (n-k)y_t + \frac{by}{v} \frac{1-\alpha}{\alpha} (kx_{t+1} + (n-k) \cdot y_t).
$$

Let $z = kx_{t+1} + (n-k) \cdot y_t$, represent (14) as:

$$
\left( z - \frac{b}{v} \frac{1-\alpha}{\alpha} \right)^2 = \frac{b}{v} (n-k) \cdot y_t + \left( \frac{by}{v} \frac{1-\alpha}{\alpha} \right)^2.
$$

Hence $z = \frac{by}{v} \frac{1-\alpha}{\alpha} \left( n-k \right) y_t + \frac{1}{2} \frac{by}{v} \frac{1-\alpha}{\alpha}^2$. Thus, in view of (12), we obtain a system of dynamics equations of the model, taking into account the forecast:

$$
\begin{align*}
(kx_{t+1} &= \frac{b}{v} (n-k) y_t + \frac{1}{2} \frac{by}{v} \frac{1-\alpha}{\alpha}^2, \\
(n-k) y_{t+1} &= \frac{b}{v} k x_t - k y_t. \tag{15}
\end{align*}
$$

2.4 Equilibrium Conditions for the Model with Adaptive Expectations

In the Nash equilibrium point $x_{t+1} = x_t = x$, $y_{t+1} = y_t = y$ for all $t = 0, 1, \ldots$. Therefore, at this point in view of (11) and (14) we get:

$$
(kx + (n-k)y)^2 = \frac{b}{v} k x = \frac{b}{v} (n-k)y + \frac{by}{v} \frac{1-\alpha}{\alpha} \cdot (kx + (n-k) \cdot y). \tag{16}
$$

From the second equation we get $x - \frac{1-\alpha}{\alpha} y = \frac{n-k}{k} \cdot (1+\frac{1-\alpha}{\alpha} y) \cdot y$, whence response functions for selfish and reciprocator firms are, respectively:

$$
y = \frac{k}{n-k} \frac{\alpha - (1-\alpha) y}{\alpha + (1-\alpha) y} \cdot x, \quad x = \frac{n-k}{k} \frac{\alpha - (1-\alpha) y}{\alpha + (1-\alpha) y} \cdot y \tag{17}
$$

To calculate the coordinates of the fixed point, we substitute this expression $y$ in terms of $x$ at first equation (16):

$$
\left( kx + (n-k) \frac{k}{n-k} \frac{\alpha - (1-\alpha) y}{\alpha + (1-\alpha) y} \cdot x \right)^2 = \frac{b}{v} k x \left( \frac{\alpha - (1-\alpha) y}{\alpha + (1-\alpha) y} + 1 \right) = \frac{b}{v} k x
$$

Hence, we obtain:

**Proposition 3.** There is unique Nash equilibrium point in the dynamic system (15) with adaptive expectations:

$$
\begin{align*}
x^* &= \frac{b}{v} \frac{\alpha + (1-\alpha) y}{2\alpha}, \\
y^* &= \frac{b}{v(n-k)} \frac{\alpha^2 - ((1-\alpha) y)^2}{(2\alpha)^2}. \tag{18a}
\end{align*}
$$
As before, without loss of generality, let \( \gamma = 1 \), otherwise we can override the share of profit as \( \bar{\alpha} = \frac{\alpha}{\alpha + (1 - \alpha)\gamma} \). At \( \gamma = 1 \) system (18) takes the form:

\[
\begin{align*}
\dot{x}^* &= \frac{b}{v k} \left(\frac{1}{2\alpha}\right)^2, \\
\dot{y}^* &= \frac{b}{v(n-k)(2\alpha)^2} = \frac{b}{v(n-k)} \left(1 - \frac{1}{2\alpha}\right).
\end{align*}
\]

(18b)

**Proposition 4.** The equilibrium point (18) is stable for all possible values of the parameters.

**Proof.** To prove the stability of dynamic system (15) in Nash equilibrium point (18) it is necessary and sufficient to demonstrate that for Jacobian \( J \) of this system in (18) the following conditions named after Shur were satisfied:

\[
\begin{align*}
1 + \text{tr} J + \det J &> 0, \\
1 - \text{tr} J + \det J &> 0, \\
1 - \det J &> 0.
\end{align*}
\]

Here, the Jacobian of system (15)

\[
J = \begin{bmatrix}
J_{xx} & J_{xy} \\
J_{yx} & J_{yy}
\end{bmatrix}
\]

obviously, \( J_{xx} = J_{yy} = 0 \) where \( \text{tr} J = J_{xx} + J_{yy} = 0 \). Thus, to test Shur conditions it is sufficient to establish that \( \det J < 1 \). But at point (18) \( y^* = \frac{b}{v(n-k)} \left(\frac{\alpha^2 - (1 - \alpha)\gamma^2}{(2\alpha)^2}\right) \) and therefore

\[
k J_{yy} = \frac{\frac{b}{v(n-k)}}{2\sqrt{(n-k)\gamma + d^2}} \left(\frac{n-k}{2\sqrt{4\alpha^2}}\right) - (n-k) = \frac{n-k}{2\sqrt{4\alpha^2}} - (n-k) = 0
\]

Consequently, \( \det J = J_{xx} \cdot J_{yy} - J_{xy} \cdot J_{yx} = 0 \), Q.E.D.

The price of product \( P \) in the market is given by the inverse market demand function \( P = P(Q) = \frac{b}{Q} \) \( (b > 0) \), and the price is not less than a cent, i.e. \( P \geq 0.01 \).

Therefore, the product quantity of each firm-reciprocator is \( x \leq \frac{100b}{k} \). Similarly, the product quantity of each selfish firm is \( y \leq \frac{100b}{n-k} \).

**Corollary.** The trajectories of the dynamical system (15) converge to a Nash equilibrium (18) for any initial values \( x_0 \leq \frac{100b}{k} \), \( y_0 \leq \frac{100b}{n-k} \).
3  Dynamic Model Equations in a General Case

Suppose that in planning under the given market model adaptive expectations are used with probability \( p \), naïve ones - with probability \( q = 1 - p \). Then the profit function for a typical (representative) firm-egoist has the form:

\[
\pi_y = \left( \frac{b}{y_{i+1}} + ky_i + p(n-k-1)y_{i+1} + q(n-k-1)y_i - v \right) \cdot y_{i+1},
\]

and the objective function for the representative firm-reciprocator

\[
\Pi_x = \alpha \left( \frac{b}{x_{i+1}} + p(k-1)x_{i+1} + q(k-1)x_i + (n-k)x_{i+1} - vx_{i+1} \right) + \frac{b}{k} \ln \left( \frac{x_{i+1}}{k} + p(k-1)x_{i+1} + q(k-1)x_i + (n-k)x_{i+1} \right). \tag{20}
\]

Obviously, for \( p = 0 \ (q = 1) \) objective functions \( \pi_y \) and \( \Pi_x \) are consistent with the results of naïve model (1) and (4), for \( p = 1 \ (q = 0) \), they are consistent with the results of the adaptive model (10) and (13) respectively. Let us assume

\[
z_{x_i} = y_{i+1} + kx_i + (n-k-1)(py_{i+1} + qy_i) \quad z_{\Pi_i} = x_{i+1} + (n-k)y_i + (k-1)(px_{i+1} + qx_i)
\]

In this notation \( \pi_y = \left( \frac{b}{z_{x_i}} - v \right) \cdot y_{i+1} ; \quad \Pi_x = \alpha \left( \frac{b}{z_{\Pi_i}} x_{i+1} - vx_{i+1} \right) + \frac{b}{k} \ln z_{x_i} \cdot \)

Then the point \( y_{i+1} \) of maximum profit function \( \pi_y \) is found from the condition

\[
\frac{\partial \pi_y}{\partial y_{i+1}} = 0, \quad \text{here}
\]

\[
z_{x_i}^2 = \frac{b}{v} (ky_i + q(n-k-1)y_i)
\]

whence

\[
y_{i+1} \cdot (1 + p(n-k-1)) = \frac{b}{v} (ky_i + q(n-k-1)y_i - k \cdot x_{i+1} - (n-k-1) \cdot q \cdot y_i) \tag{22}
\]

The maximum point \( x_{i+1} \) for the objective function \( \Pi_x \) is found from the first order condition

\[
\frac{\partial \Pi_x}{\partial x_{i+1}} = 0. \quad \text{Forth without loss of generality we assume here} \ y = 1,
\]

otherwise as above we redefine the share of profit as \( \tilde{a} = \frac{\alpha}{\alpha + (1-\alpha)y} \). Then

\[
z_{\Pi_i}^2 = \frac{b}{v} \left( (n-k) \cdot y_i + (k-1) \cdot qx_i \right) + \frac{1-\alpha}{\alpha} \frac{b(1+p(k-1))}{vk} z_{x_i} \tag{23}
\]

Thus, in view of (22), we obtain the dynamics model of equations system of in the general case:
3.1 Equilibrium Conditions in a General Case

Since Nash equilibrium point is \( x_{t+1} = x_t = x \), \( y_{t+1} = y_t = y \) for all \( t = 0, 1, \ldots \), then at this point in view of (21) and (23) we obtain:

\[
\begin{align*}
(1 + p(k-1))x_{t+1} &= \frac{b}{\sqrt{v}}w_x + d - w_x + d, \\
(1 + p(n-k-1))y_{t+1} &= \frac{b}{\sqrt{v}}w_y - w_y,
\end{align*}
\]

where

\[
\begin{align*}
w_x &= q(k-1)x_t + (n-k)y_t, \\
w_y &= kx_t + q(n-k-1)y_t.
\end{align*}
\]

Thus, from (25) we get:

\[
y \left[ (n-k) + \frac{1}{\alpha} \frac{1 + p(k-1)}{k} (n-k) - q(n-k-1) \right] = x \left[ (k-1)q - \frac{1 - \alpha + p(k-1)}{\alpha} \frac{2 \alpha - 1}{k} \right]
\]

where response function in this case

\[
G(p,q,n,k,\alpha) = \frac{p(n-k) + q(\alpha + 1 - \alpha \frac{n-k}{k})}{(2 \alpha - 1)(1 + p(k-1))}.
\]

To calculate the coordinates of the fixed point we substitute from (26) expression for \( x/y \) in the first equation of (25) \( y^2 (kG + (n-k))^2 = \frac{b}{\sqrt{v}}(kG + q(n-k-1)) \). Hence

**Proposition 5.** There is unique Nash equilibrium point in a general dynamical system (24):

\[
y^* = \frac{b}{\sqrt{v}} (kG + q(n-k-1)) \\
x^* = G y^* = \frac{b}{\sqrt{v}} (k + q(1/G)(n-k-1))
\]

where the function \( G = G(p,q,n,k,\alpha) \) is given in (26).

**Proposition 6.** For \( p = 0 \) (\( q = 1 \)) the equilibrium point \( (x^*; y^*) \) coincides with point (9) of a dynamic system with naive expectations. When \( p = 1 \) (\( q = 0 \)) the equilibrium point coincides with point (18b) of the dynamic system with adaptive expectations.
4 C# - Application Model for Numerical Investigation

C# window application Model has been created specifically for the numerical investigation of the model of this paper, using a graphical interface of C# system libraries System.Drawing and System.Windows.Forms. Note that all the calculations associated with the model, are localized in the method calc of the application Model that makes it easy to modify the equations of the model and use the Model to study the other two-dimensional dynamical systems. Fig. 1 shows the application window.

![Application Model](image)

**Fig. 1. Application Model for two-dimensional model**

The right side presents 6 kinds of graphs displayed by the application; their examples are set forth in the paper. Selected switch indicates that here the graph of trajectory $x(t)$ is selected. On the left side counters allow us to specify the parameters of the model and the initial values of the trajectory. After their setting the calculation results of the iterations' coordinates below and their image in the center of the window. This displays an animation of a selected path, the number of iterations been set on the scroll bar above. Pressing the button Model view left displays information about the model, its equations and parameter information.

4.1 Numerical Experiment: from Stability to Chaos with Increasing of Naive Expectations

With the increasing probability of naive expectations $q$, that is with decreasing $p$, the market becomes unstable, evolving from simple dynamics (15) with a single stable equilibrium point to the unpredictable behavior of system (6). From the proof of Proposition 2 it follows that the market volatility is proportional to the number $n$ of firms in the market. Therefore, for fixed $q$ market instability increases with increasing $n$. Thus, model (24) has two parameters: the number of firms $n$ and the probability of a naive approach $q$, whose growth leads to instability. The transition from stability to chaos is the same in both cases. Consider this transition for parameter $q$. 
Let \( n = 20, k = 6, b = 200, \nu = 2, \alpha = 0.9, q = 0.5 \). The trajectory of the dynamical system (24) with the following parameters and the initial point \( x_0 = 0.1, y_0 = 0.1 \) is shown in the following figures 2 and 3. In Fig. 2 on the \( x \)-axis of the system are given iterations of system (24) from \( m = 1 \) to \( m = 100 \), on the \( y \)-axis – corresponding quantity product of selfish firm \( y_m \). As we can see from the graph, the path quickly converges to the equilibrium value \( y^* \approx 2.488 \). The graph for the trajectory of firm-reciprocator \( x_m \) on \( y \)-axis is similar. The equilibrium value of \( x^* \) is about 6.72. Let us consider the graph of the trajectory for the same parameters except \( q \). Now \( q = 0.55 \) (Fig. 3).

It still has stable Nash equilibrium, but 100 iterations does not suffice for convergence. Further, let \( q = 0.6 \) (Fig. 4).

As we can see, bifurcation occurred, and instead of equilibrium point there was a steady cycle, where values of \( y_m \) are approaching the point of \( y^* \approx 4 \) for even \( m \) and the point of \( y^* \approx 1 \) for odd \( m \). By doubling the lag between iterations only even or only
odd iterations will be considered, and thus either point \( y^* \approx 4 \), or \( y^* \approx 1 \) respectively would be the equilibrium steady state.

Stable cycle has four cycles for \( q = 0.64 \) (fig. 5). There was a new cycle doubling bifurcation. Calculations show that with increasing parameter \( q \) doubling bifurcation cycle continues, following Sharkovskii’s scale. According to this scale, when \( q \approx 0.675 \) there is the state of dynamic chaos (fig. 6). Similarly, the graph of product \( x_m \) on \( y \)-axis by firm-reciprocator looks like trajectory of a selfish firm.

Fig. 5. Doubling bifurcation cycle of quantity by selfish firm under probability of naive expectations \( q = 0.64 \)

Fig. 6. The state of dynamic chaos of quantity by selfish firms under probability of naive expectations \( q \approx 0.675 \)

Note that the ratio between the quantity of output by selfish firms and reciprocators remains almost unchanged. It is demonstrated in the graph of fig. 9, where each iteration on \( x \)-axis shows the value of output by firms-reciprocators \( x_m \), and the vertical axis - the appropriate output of quantity \( y_m \) of selfish firms (fig. 7.).

Fig. 7. The ratio between the quantity of product of selfish firms (horizontal axis) and reciprocator ones (vertical axis)
4.2 Bifurcation diagram

In detail the process of loss of stability and transition to chaos of dynamic system (24) can be presented in the following bifurcation diagram (fig. 8).

![Bifurcation Diagram](image1)

**Fig. 8.** The bifurcation diagram of dependence quantity product of selfish firm ($y$) on the probability of naive expectations ($q$) in a general dynamical system.

Here the horizontal axis represents the parameter value of $q$ multiplied by 10. The ordinate values quantity volumes of selfish firm on stable cycle, multiplied by 0.3. This rescaling is done for the sake of clarity. The values of the other parameters are the same as above. The bifurcation diagram, where on vertical axis are placed the values of output of firms-reciprocators $x_m$ looks similar.

As noted in numerical simulations, the bifurcation may be interpreted as separation of equilibrium into several ways, one of which is selected by the market due to evolution of firms’ strategies, such as repeated interactions and adaptations. Numerical experiments with $n$ firms as the variable parameter are analogous to those described above.

5 Conclusion

Thus, we have designed the strategic model of cooperation between the two types of firms in the market of homogeneous product, where reciprocator and selfish firms plan their output using the adaptive approach with probability $p$ and naïve (bounded rationality) one with a probability of $q = 1-p$, which distinguishes this model from existing analogues, where each type of firm adheres to one strategy rather than their combination and maximizes only its own profit rather than social welfare.

Desktop C# application Model using a graphical interface to animate the model trajectories has been created specifically for the numerical investigation of the model.

It has been proved that in the model with adaptive expectations the unique Nash equilibrium in a dynamic system is stable for all possible values of the parameters. The trajectories of the dynamical system converge to the fixed point for any possible initial values. In the model with naive expectations the unique Nash equilibrium is unstable for sufficiently large values of $n$ for all possible values of other parameters. According to the calculations, this point is unstable even at $n \geq 5$. 
As a result of numerical experiment we have found that bifurcations of cycle doubling occur with an increase in naive expectations. This bifurcation can be interpreted as separation of equilibrium state into several ways, one of which is selected by the market in the evolution of firms’ strategies. If two-thirds of firms use naive expectation ($q=0.675$), then in accordance with the Sharkovskii scale there appears the state of dynamic chaos in the market, leading to degeneration of the existing competition model between two types of firms.

Thus, the crucial factor, which ensures sustainable equilibrium in the market and the ability to predict the product quantity of firms, is the adaptive approach, i.e. the one taking into account adaptive expectations of the firms when they plan their production.

Similar results are obtained if instead of $q$ we use parameter $n$ - number of firms in the market, where system also moves from stability to chaos if $n$ increases.
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Abstract. Process approach in the management of modern business entity activities opens a wide range of opportunities, ways and methods of activity reorganization, improving the quality of customer interaction, optimization of internal and external business processes. An effective tool in analyzing business processes as a central category of the process approach is modeling that increases their adaptability and mobility. We propose approach to improve and adjust business process to time and profit increasing by the means of autoregressive model using BPMN 2.0 in contrast existing approaches without econometrics analysis of experimental data for BPMN.
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1 Introduction

When we construct a business process by means of BPMN 2.0 we will set the initial conditions of the operation, such as execution time and the cost of resources (e.g., human resources in cost per hour or piece wage). During operating of a business process such timing and costs of the resources are chosen as would satisfy the restrictions of a customer or designer of the business process. To support decision-making in which direction should change the initial parameters of the business process, it is proposed to use dynamic distributive-lag and autoregressive econometric models. These models allow to take into account the impact of previous indices’ values of business process on its succeeding values to assess short-run and long-run impact on the efficiency of a business process as a whole according to specific criteria.

The goal of the paper is to develop a procedure of business processes adaptation according to cost and profitability criteria by means of autoregressive model using BPMN 2.0.
Paper has following structure: section 2 is devoted to related works, section 3 demonstrates designing and adjustment of business processes, section 4 concludes.

2 Related Work

2.1 Dialectical Essence of the Process Approach

The paradigm of the functional approach, which has long been used for organization and management of companies, appeared to be unable flexibly and effectively to address current challenges faced by each business entity. Focus on the functional approach has led to the isolation of the top management from the current economic situation that caused information asymmetries, bureaucratization of companies, leveling of the system of incentives and reward schemes for human capital assets, excessive localization of functions within individual units, distortion of control and analysis system. The next stage of the management concept evolution was marked by the emergence of process management approach that provides for a high degree of mobility and adaptability in highly turbulent current market conditions (table 1).

Table 1. Invariant character of the “business process” definition

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Any types of activity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A logic range of interfacing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distribution of working operations in the space</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Human engineering</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Getting the results at the output based on resources at the input</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Customization</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Method of solution of the business target</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technology</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

This approach allows a company to easily integrate into the concept of the client-oriented market that meets the actual needs of society and economy (fig. 1).

Finally, the analysis of the previous scientific researches demonstrated that the process approach is the mainstream of the “business process” definition which is considered as the logic range of interfacing in the field of customization of the company activity for the purpose of convergence customers and producers targets.

2.2 Business Process as a Central Category of the Process Approach

The object of the process management concept is a “process” in which the activity of a company is a combination of business processes, management of which allows to significantly increase the transparency and manageability of business and to improve its effectiveness as per specified criteria. The process is described by the parameters

Strengths | Weaknesses
- taking into account the structural features of business processes
- continuous optimization of cross business processes
- delegation of authority and responsibility
- high qualification required
- specialization of administrative personnel in the strategies development
- simplification of multilevel hierarchical organizational structures
- simplified exchange of information
- time saving
- reduction of overhead costs
- simplified coordination, organization and control systems
- high flexibility and adaptability of the management system
- high degree of transparency in relations
- priority of processes with a high degree of added value
- risks leveling

Opportunities
- change of organization functioning logic and mechanism of its control
- competitive growth
- comprehensive effectiveness evaluation of functioning
- possibility to create systems to monitor the quality of company activities
- preparing for benchmarking
- process approach as a reserve for enhancement of efficiency
- resources optimization
- high staff motivation
- the possibility of team-working
- possibility of integrated automation

Threats
- delegation of authority and responsibility
- serious requirements for qualification of contractors

**Fig. 1.** SWOT- analysis of the process approach in a company management

Of time, sequence, transformation of object states during its movement to the final state [2], which helps the company to flexibly respond to the dynamic changes, to switch from one process to another, to comprehensively analyze the entire operational cycle. Business process, as a part of the process approach, has its “input” and “output” in the form of production of resources and products (goods, services or works), respectively (fig. 2).
Technology, mechanism of interaction between functions and control system are additional components of the process approach (fig. 3) [6].

The mechanism of leveling the differences between “AS-IS” and “AS-TO-BE” models is the “Road map” that sets benchmarks for optimization of business processes. “Input” resources during the process of transformation into goods, services and works at the “output” form “AS-IS” model, the main purpose of which, according to L. Dryuchenko, is aimed at identifying of “bottlenecks” in business process: current problems, differences, inconsistencies, threats that can be overcome subject to radical modernization of existing organizational and administrative decisions and procedures.

**Fig. 3. Model of process management concept [1, 2, 4, 6-10]**

2.3 **Correspondence of Business Processes with the Strategic Objective of the Business Entity**

The mechanism of leveling the differences between “AS-IS” and “AS-TO-BE” models is the “Road map” that sets benchmarks for optimization of business processes. “Input” resources during the process of transformation into goods, services and works at the “output” form “AS-IS” model, the main purpose of which, according to L. Dryuchenko, is aimed at identifying of “bottlenecks” in business process: current problems, differences, inconsistencies, threats that can be overcome subject to radical modernization of existing organizational and administrative decisions and procedures.
Instead, the “AS-TO-BE” model is aimed at improving the existing practice of business process implementation [6]. Improving the effectiveness of business processes and transition of “AS-IS” model to “AS-TO-BE” model are achieved by correlation of current business processes with strategic installations and objectives of the business entity, that leads to a radical rethinking of business philosophy. The theoretical basis for the implementation of this process involves multiple possible scenarios: reengineering, X-engineering, FAST technique, benchmarking and synergistic combination of process and target-oriented approaches. Simulation modeling and economic analysis are technical tools to achieve this objective.

The most popular of these scenarios is the concept of reengineering, which, according to the definition of the founders of the concept, namely M. Hammer and J. Champy, is treated as a fundamental rethinking and radical reconstruction of business processes. Reengineering should not be identified only with the processes of reorganization or automation. It shall be considered in the context of a component of a larger category – Total Quality Management (TQM) since its main function is the fundamental transformation of the essence of processes implementation and performance of operations at the stages of “input” and direct process, but not only increase in efficiency or profitability of the “output”. However, in our opinion, X-engineering theory of J. Champy is a more progressive one. This theory, unlike reengineering, provides for a comprehensive restructuring of not only internal operations and relations between internal staff, but also the transformation of external relations, including not only consumers, but also other stakeholders – competitors, contact groups, state, global economy entities [10], that will make it possible to adequately meet the urgent needs of the economic system as a whole.

2.4 Business Processes in the Coordinates of Evolutionary Economics

In the context of complicating of the forms and types interfacing between counterparties and market indeterminacy economic systems are able to self-organization and reach the temporary equilibrium, which transforms the system from the chaotic state to the equilibrium within the sphere of evolutionary economics, which identifies stochastic development script.

Given the actualization of the key tenets of the evolutionary economics of J. Schumpeter, the analysis of business processes through the prism of the theory of jokers is an interesting one. According to this analysis, some parallels can be drawn between a business process and economic and physical method of “channels” and “jokers” that simplifies the model, highlighting the main parameters and discarding irrelevant ones [11]. “Input” of a business process can be compared with the “source” from jokers theory, similarly, “Output” – the “mouth”. Conditional distinction of parameters and processes in this area is performed for the account of determining the degree of dynamism: the system in “sources” and “mouths” is slow, which can be explained by the relatively stable partnership relations that are often built on long-term cooperative basis; while the “jokers” are characterized by high dynamism and unpredictability as production operations and actions tend to increasing volatility because of strengthening of scientific and technical progress development (fig. 4).

Riverbeds are the methods of simplification the complicates systems or processes.
Riverbeds separate the unit to the various parts and also, determine the possibility of development process forecasting. Diverse fields of the space which are characterized by the high level of the time rate of change and unpredictability are called jokers (specific bifurcations) in which the system is tested for sustainability.

The point of decline - shift from rapid to slow traffic
Breakdown point - changing from slow to fast

- slow dynamics;
- high degree of predictability.

- complexity;
- unpredictability;
- diversity.

- slow dynamics;
- high degree of predictability.

Catalysts initiate the process orders, requests, recalls

The mechanism of decision-making in the process approach can be represented by the following algorithm (fig. 5).

Despite the benefits of process management, empirical implementation of this approach is characterized by a number of difficulties, including those identified by J. Rilley: fragmentarity of processes that adversely affects the flexibility and adaptability of business; low level of automation of processes resulting in increased operating costs; the basis of enterprise motivation is maximization of its own profits, but not satisfaction of customers’ needs; lack of evidence-based research on the advantages and disadvantages of modeling and optimization of business processes; rejection of modeling and optimization through formal introduction of process management [12].

Technical leveling tool for these shortcomings and limitations of the process approach is a mechanism for predicting and adapting business processes through modeling.

Fig. 4. Overlapping between business process and jokers theory in evolutionary economics, [4, 11]
3 Modeling of Business Processes

We believe that business process modeling is a tool for reflecting the aggregate of logically related operations or processes to improve the quality of business processes through improving their forecasting, optimization, and adaptation (fig. 6).

---

**Fig. 6.** Essence of the “Business Process Modeling” category, [4, 11, 13 - 16]
We should note that under the optimization of business processes, the interpretation of J. Harrington, a pioneer in the field, is meant. Under the specified category J. Harrington understands improvements aimed at increasing productivity, efficiency and adaptability of business processes [3].

According to D. Kozenkov, the modern management concept reduces the formalization of business process modeling to the process of building of enterprise architecture with a three-level structure (fig. 7) [2].

![Fig. 7. Levels of enterprise architecture](image)

**3.1 Designing of business processes**

Consider the business process, which describes the manufacture of soft drink (Fig. 8).

![Fig. 8. Preserving cycle of bottling on the manufacturing of soft drink](image)
Positions of workers performing all business process operations and in-payment forms are described in Table 2.

**Table 2. Staff categories of business process**

<table>
<thead>
<tr>
<th>Resource</th>
<th>Total fixed cost</th>
<th>Total unit cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>worker</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>driver</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>loader</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>dishwasher</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>quality tester</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>storekeeper</td>
<td></td>
<td>+</td>
</tr>
</tbody>
</table>

In the menu Resources in tab Availability a maximum number of employees available to perform business process is determined (fig. 9), and in tab Costs – piece (fixed cost) or hourly (cost per hour) wage (fig.10).

![Fig. 9. Determining the employees’ number for all positions](image)

![Fig. 10. Setting in-payment forms for each category of employees](image)
In BPM notation business process will look like (fig. 11)

Fig. 11. Business process of soft drinks production in BPM notation

Standard activity time, the number of performers and activity cost are defined for each business process operation (Fig. 12).

Fig. 12. Determining time, executors and activity costs for a business process operation

The number of actually executed orders that are shipped to the end customer; average time of each operation; delay time in operations; a share of time during which the employee performs his work (on a scale from 0 to 100%) (fig. 13) is obtained as a result of the business process (fig.13).
Fig. 13. The results of the business process in BPMN

Export of experimental data concerning staff costs (Fig. 14) provides an econometric estimation of payroll costs on cost per unit (average cost) of soft drink parties.

<table>
<thead>
<tr>
<th>Resource</th>
<th>Utilization</th>
<th>Total fixed cost</th>
<th>Total unit cost</th>
<th>Total cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>работник</td>
<td>33.32 %</td>
<td>44 100</td>
<td>0</td>
<td>44 100</td>
</tr>
<tr>
<td>отделитель</td>
<td>100.00 %</td>
<td>0</td>
<td>24 697,5</td>
<td>24 697,5</td>
</tr>
<tr>
<td>грузчик</td>
<td>98.02 %</td>
<td>2 720</td>
<td>0</td>
<td>2 720</td>
</tr>
<tr>
<td>подсобныйщик</td>
<td>22.70 %</td>
<td>3 150</td>
<td>85</td>
<td>3 234</td>
</tr>
<tr>
<td>резервныйщик</td>
<td>75.66 %</td>
<td>2 500</td>
<td>0</td>
<td>2 500</td>
</tr>
<tr>
<td>проверщик качества</td>
<td>37.84 %</td>
<td>2 100</td>
<td>350</td>
<td>2 450</td>
</tr>
<tr>
<td>кладовщик</td>
<td>99.02 %</td>
<td>4 080</td>
<td>0</td>
<td>4 080</td>
</tr>
<tr>
<td>отдел доставки</td>
<td>22.88 %</td>
<td>1 270</td>
<td>529.17</td>
<td>1 799.17</td>
</tr>
</tbody>
</table>

| Total      | 29 520      | 25 692.67       | 95 170.67       |

Fig. 14. Experimental data for payroll staff

Export of business process activity costs (Fig. 15) from Bizagi Modeler in MS Excel makes it possible to build an econometric model for estimating the impact of total time of work performed on the profit of business process owner.
3.2 Adjustment of Business Processes

We estimate the impact of timing on the efficiency of business processes in the short-run and long-run periods. To assess the effectiveness of business processes consider the following distributive-lagged model where current cost \( (y_t) \) depends on the payroll of the current and all prior periods \( (x_t, \ldots, x_{-n}) \):

\[
y_t = c + b_0 \cdot x_t + b_1 \cdot x_{t-1} + \ldots + b_n \cdot x_{t-n} + \ldots \quad (1)
\]

where short-run (SR) impact in period \( t \) is \( b_t = b_0 \cdot \delta^t \), \( t = 1, 2, \ldots, n, \ldots \). Long-run impact is \( LR = \sum_{t=0}^{\infty} b_t \) or after substitution we get: \( LR = \frac{b_0}{1-\delta} \). After substitution of SR-impact in equation (1) we get:

\[
y_t = c + b_0 \cdot x_t + \delta \cdot y_{t-1} \quad (2)
\]

To determine the regression parameters \( b_0 \) and \( \delta \) conduct a series of experiments for different numbers of orders. The task of the company is to analyze the effectiveness of the wage fund on the average cost of production. For that firm’s budget (TC) is determined as sum of payroll and activity costs for each order \( q \), then we calculate cost per unit of production (AC). After 10 experiments we obtained the following data (table 3):

After construction of regression model using experimental data from table 3 we have:

\[
y_t = 14.5 + 0.0007 \cdot x_t + 0.888 \cdot y_{t-1} \quad (R^2 = 0.71) \quad (3)
\]

The model is adequate to reality according to determination coefficient, i.e.
ing the current wage fund and activity cost and average cost of prior periods explain 71% change in the average cost of a current period. Parameter $b_0 = 0.0007$ indicates how much the cost per unit will increase with the growth of the wage fund and activity cost of the current period to $\$ 1$. For previous periods the influence of wage fund and activity cost on average cost shrinks rapidly. According to Student test parameter $\delta$ is statistically significant ($t(\delta) = 3.4 > 2.45 = t_{0.05}$), confirming the impact of per unit cost of the previous period on the next period. That is after decreasing of total cost in previous periods, average cost will reduce in the current period. Long-run effect $LR = \frac{0.0007}{1-0.888} = 0.0058$ describes the impact of reduction of total cost for by $\$1$ in all previous periods on current average cost. If $b_0$ is positive then we can gradually decrease total cost (to reduce cost per unit) until $b_0$ became negative.

The next task of the company is to analyze the impact of the business process duration on the company profits from soft drink production via the model of partial adjustments. It is assumed that profit depends on the expected duration of business process. This profit $y_t$ is observable, and the time duration of employees ($x^*_t$) is un-observable value; $u_t$ is residual term of the model:

$$y_t = b_0 + b_1 \cdot x^*_t + u_t.$$  \hspace{1cm} (4)

Software BPMN allows to simulate the time and resources required to perform business process, but require additional analysis of statistical data for its adaptation by the criterion of profitability. Procedure of determining an adaptive time performance for operations is carried out by the econometric model of partial adjustment. We introduce the hypothesis of adaptive expectations for the leader of the business process, seeking to define the time of operations within which the profit for entire business process reaches its maximum:

$$x^*_t - x^*_{t-1} = \gamma \cdot (x_t - x^*_{t-1}), \quad 0 < \gamma < 1,$$

where $\gamma$ shows the speed of adjustment (corrections) of leader’s expectations to differences between the actual time of performing the operations and previously expected time. Expression $x^*_t - x^*_{t-1}$ shows how expectations are formed and the expression $x_t - x^*_{t-1}$ explains how expectations are corrected. Rewrite equation (4) as:

$$x^*_t = \gamma \cdot x_t + (1-\gamma) \cdot x^*_{t-1},$$ \hspace{1cm} (6)

where the expected time of performing the operations at time $t$ is a weighted average of its actual value in the current period and its expected value in the previous period with weights $\gamma$ and $1-\gamma$ respectively.

After the substitution of (6) in (4) we get:

$$y_t = b_0 + \gamma \cdot b_1 \cdot x_t + (1-\gamma) \cdot b_1 \cdot x^*_{t-1} + u_t$$  \hspace{1cm} (7)
Then multiply by \( 1 - \gamma \) both sides of equation (1), recorded with a delay of one lag, and find the difference between this equation and equation (7), and then get:

\[
y_t = \gamma \cdot b_0 + \gamma \cdot b_1 \cdot x_t + (1 - \gamma) \cdot b_1 \cdot y_{t-1} + \nu_t,
\]

where \( \nu_t = u_t - (1 - \gamma) \cdot u_{t-1} \).

In BPMN environment for simulation data in each experiment we will change the duration of all the company’s operations at a fixed time. Then calculate the profit of the company as the difference between its revenue and cost of resources for each time period \( t \). After 10 experiments we obtain the following data (table 4):

**Table 4.** Adaptation model where profit depends on time of performance of business process

<table>
<thead>
<tr>
<th>№</th>
<th>Profit ( y_t ), $</th>
<th>Time performance ( x_t ), min.</th>
<th>Previous profit ( y_{t-1} ), $</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9611,65</td>
<td>346453,67</td>
<td>9611,65</td>
</tr>
<tr>
<td>2</td>
<td>22030,50</td>
<td>325469,99</td>
<td>22030,50</td>
</tr>
<tr>
<td>3</td>
<td>29940,00</td>
<td>1500015,00</td>
<td>29940,00</td>
</tr>
<tr>
<td>4</td>
<td>5940,15</td>
<td>66908,00</td>
<td>5940,15</td>
</tr>
<tr>
<td>5</td>
<td>7937,89</td>
<td>172778,00</td>
<td>7937,89</td>
</tr>
<tr>
<td>6</td>
<td>8264,50</td>
<td>210119,00</td>
<td>8264,50</td>
</tr>
<tr>
<td>7</td>
<td>49822,20</td>
<td>10939490,00</td>
<td>49822,20</td>
</tr>
<tr>
<td>8</td>
<td>11346,00</td>
<td>519113,00</td>
<td>11346,00</td>
</tr>
<tr>
<td>9</td>
<td>8024,65</td>
<td>257556,00</td>
<td>8024,65</td>
</tr>
<tr>
<td>10</td>
<td>8847,80</td>
<td>385975,50</td>
<td>8847,80</td>
</tr>
</tbody>
</table>

Using experimental data of Table 4, we obtain the following regression between the current profit and explanatory variables, such as current time performance and profit of the previous period:

\[
y_t = 110988.9 + 0.0037 \cdot x_t + 0.0025 \cdot y_{t-1}, \quad (R^2 = 0.79).
\]

Regression (9) is adequate to reality according to the coefficient of determination, i.e. changing the current performance time and profits in prior periods explain by 79% change in profits in the current period. Taking into account the values of regression parameters, we obtain: \( \gamma = 0.9975 \), \( b_1 = 0.0037 \), \( b_0 = 11126.6 \). Parameter \( \gamma = 0.9975 \) shows the speed of adjustment of expectations to the profit on the basis of its actual value. The velocity adjustment shows that the business process expected time performance \( x^* \) almost instantly adapts to the actual time performance \( x_t \). Time performance is expected, but not observable value, whose impact on profits, in view of (9), can be estimated from expression \( y_t = b_0 + b_1 \cdot x^* \). It means that with increased operation time by 1 minute the margin profit increases to $ 0.0037. Parameter \( b_1 \) is statistically significant according to Student’s test \( (t(b_1) = 4.73 > 2.45 = t_{0,0} ) \), confirming the significant effect of time performance on the profit of the company. Thus, for examined project the company must adjust (increase) standards of time operations,
enabling it to increase the value of the resulting profits until parameter $h_1$ became negative.

4 Conclusions

Thus, the process approach in the management of modern business entity activities opens a wide range of opportunities, ways and methods of activity reorganization, improving the quality of customer interaction, optimization of internal and external business processes. An effective tool in analyzing business processes as a central category of the process approach is modeling that increases their adaptability and mobility.

Analysis of business process modeling has an analogy with evolutionary economics in the theory of jokers and neurosystem theory. Among the future prospects of business process modeling is the use of ontologies, which, according to T. Gruber's opinion, in business modeling sphere is reduced to a formal specification of conceptualization [16] that involves the use of OWL (Web Ontology Language).

Another promising research vector is the use of neurosystems involving the use of neural networks that can be effectively used in the study and analysis of dynamic processes.

It is demonstrated how we can improve and adjust business process to time and profit increasing by the means of autoregressive model using BPMN 2.0 in contrast existing approaches without econometrics analysis of experimental data for BPMN.
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Abstract. In this paper a novel method for detection of network attacks and malicious code is described. The method is based on main principles of Artificial Immune Systems where immune detectors have an Artificial Neural Network’s structure. The main goal of proposed approach is to detect unknown, previous unseen cyber attacks (malicious code, intrusion detection, etc.). The mechanism of evolution of the neural network immune detectors allows increasing the detection rate. The proposed Intelligent Cyber Defense System can increase the reliability of intrusion detection in computer systems and, as a result, it may reduce financial losses of companies from cyber attacks.
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1 Introduction

The up-to-date computer system cannot be imagined without safety equipment. The work in the Internet is accompanying by high risks to be attacked by network intrusions and malicious code. As a result, cybercrime continues to do more financial damage to companies: a company’s costs for preventing cybercrimes are estimated approximately $ 15 million per year. Thus, the costs of each company may vary from $ 1.9 million to $ 65 million per year. In absolute terms, the damage from cyber at-
tacks increased by 82% in the last six years [1]. In 2011, the direct annual global losses from cybercrime were estimated $114 billion. Taking into account the financial losses of companies from cyber attacks and the costs of downtime and recovery, cybercriminal activity is worth of $388 billion per year to the world economy [2].

According to the opinion of Forbes experts [3], one of the high-profile crimes in the field of information security was the Anonymous attack on the MasterCard, Visa and Paypal payment systems in late 2010. Damage from this attack was worth of $5.5 million. The other high-profile cybercrime was an attack on Citibank in June, 2011. Hackers had stolen $2.7 million from the accounts of 3,400 customers of the bank. Breaking into Sony PlayStation Network took place in April, 2011. The total damage to the companies was estimated $171 million. As a result of hacking, there was a leakage of confidential information of 138,000 Internet users.

According to this, the costs for preventing cyber attacks are increasing. In average, the consequences of the attack can be eliminated during 46 days. Companies, participating in the research, in average, spend more than $1.9 million during this period. Thus, there is a growth of costs to 22% in comparison with 2014, when the amount of the costs has averaged to $1.5 million during 45 days [1]. As it states above an urgent problem is to have effective methods defending against cyber-attacks.

2 State-of-the-Art

Depending on used techniques, experts define four basic types of network attacks: denial of service attacks, user-to-root attacks, remote-to-local attacks and probe attacks, and several subtypes of these attacks [4].

Nowadays many methods for solving the problem of network attacks detection where developed. The essential part of these methods is based on artificial intelligence such as: artificial neural networks, methods of fuzzy logic, artificial immune systems.

Intrusion Detection Systems (IDS) on the ANN can be divided into four categories [5]. The first category (earlier studies) of IDS is based on Multi-Layer Feed Forward Neural Network (MLFF) [6, 7], such as the Multi-Layer Perceptron (MLP) [8, 9] and Back Propagation (BP). The second category of IDS is based on Cerebellar model Articulation Controller (CMAC) [10] neural networks and Elman neural networks [11, 12]. The third category of IDS is based on unsupervised learning the neural networks for classifying and visualizing the input data to recognize the normal behavior from abnormal one. Most systems in this category use the Kohonen Self-Organizing Map (SOM) [13]. The fourth category of IDS is based on hybrid neural networks [14, 15].

Intrusion detection models on fuzzy logic are using the fuzzy rules or fuzzy classifiers [16]. Dickerson et al [17] proposed a Fuzzy Intrusion Recognition Engine (FIRE) for the detecting the malicious activity in the network. Data portions are classified using static metrics and enabling to generate fuzzy rules for classification of the input network data. The main disadvantage of this approach is that the rules are cre-
ated manually, but not automatically. Moreover the process of rules generating is laborious, and it imposes serious constraints on system development.

In the field of Artificial Immune Systems several basic algorithms were proposed: Negative Selection algorithm [18] Clonal Selection algorithm [19, 20], Idiotypic Network [21, 22] and Dendritic Cell algorithm [23]. A. Perelson and S. Forrest in 1994 proposed the Negative Selection algorithm for solving the anomaly detection problems [18]. It's based on the process of lymphocytes maturation in the thymus – biological organ that plays the basic role in the human immunity [24, 25].

Despite its successful application, the negative selection algorithm has several serious weaknesses [22, 26]. The first, it needs to create a randomly-generated initial detector population. If the dimensionality of the future space increases, then a number of detectors is growing exponentially. The second, the definition of “normal” is not updated as the time progress. And the third, the negative selection algorithm can cause excessive numbers of false alerts.

F. Burnet in 1959 proposed the Clonal Selection algorithm based on the Clone Selection theory [19, 20]. This theory explains the basic response of the adaptive immune system to an antigenic stimulus during proliferations of B-cells.

In our opinion, main problems of most AIS applications for data mining and anomaly detection tasks are the complex structure of immune detectors and no representatively matching methods. For example, in [18, 27] the binary structure of detectors is employed. Such structure of detectors requires the use of a contiguous bit matching method (r-contiguous bit [18], r-chunks [28]) that reduces the space and time complexity. Several works [26, 29] outline the unacceptable computational complexity of such methods by reason of the exponential relationship between the size of the data set (to be used) and the number of detectors that it is possible to generate. Also Gonzalez et al. [30] showed that matching rules between two binary strings cannot represent a good generalization of a self-space, and detectors demonstrate the insufficient good coverage of a nonself-space [31].

In comparison with mentioned methods above we propose the immune detectors based on neural network. An artificial neural network is an adaptive system that changes its structure based on external or internal information, and it flows through the network during the learning phase, and it’s characterized by learning capability, generalizing ability and self-organization. Implementation of ANN permits to avoid the listed weaknesses above and increases the self-adaptation and self-evolution abilities of detectors in the tasks of data mining and anomaly detection.

In this paper we investigate the ability of immune detectors with neural network architecture to adapt to the changeable software environment and self-evolution in order to detect the unknown (before invisible) threat. The adaptability and self-evolution of detectors consists in modification of its structure for increasing the detection rate of unknown cyber attacks.
3 Generalized Architecture of Intelligent Cyber Defense System

The Artificial Immune System for Cyber-defense is the set of “intelligent” immune detectors and rules that describe their behavior. The structure of immune detectors, the algorithm of their training and evolution are described in [32, 33]. The system consists of modules that perform the control of immune detectors. The immune detectors are going through the different stages during the lifetime. There is creation, training, selection, detection etc. stages. Each stage can be represented as a module of the defense system. Thus, the developed system for computer attacks detection consists of several interacting modules. Figure 1 shows the architecture of the proposed system.

![Diagram of Generalized Architecture of Intelligent Cyber Defense System](image)

Fig. 1. Generalized architecture of intelligent cyber defense system

The module of generation of detectors produces the set of so-called pre-detectors that go through the several stages before they acquire the ability of correct classifications of objects. Every immune detector has the limited lifetime during which it “lives” in the system. At the end of the lifetime the detector is replaced by another new detector. This mechanism provide the system the continuously inflow of new immune detectors with different structure and different ability that can be more powerful than its precursors.

After creation, during the train stage, the immune detectors acquire the ability of correct classification of different objects and processes in computer environment and to detect the cyber attacks.

After training all immune detectors going through the selection stage where detectors pass the checking for correctness to minimize the erroneous work, while legitimate objects (files, processes, connections etc.) is considered as the threat. For this purpose, the preliminary created test sample – which consists only of legitimate objects – is given to detectors. If a $i$-th detector classifies one of test objects, as an attack, then it is destroyed and replaced by a new detector. If a $i$-th detector does not
generate the erroneous work during the test selection, then it is considered as a correct one and admitted to the analysis of computer environment. As a result the set of immune detectors for the analysis of environment is created, and it can be filled up due to the detectors of immune memory and generating new detectors after the end of their lifetime. The module of selection allows decrease the false alarm rate and increase the defense level.

All selected detectors can defense a computer system against cyber attacks. The set of active immune detectors forms a multi-agent system, where each immune detector is an intelligent agent with its own list of tasks. It selects the target of scanning, makes clones and evolves. At the functioning stage (or detection stage) all the information – which is getting by the computer – is primarily analyzed by immune detectors. If none of detectors found an anomaly, then data are processed by the operating system and the proper software. In addition, some period of life is given to each detector which analyses the environment during given period. If upon termination of given time the detector didn’t find an anomaly, it is destroyed, and a new detector is created but on its place. If the any object is classified by immune detectors as an attack, then such detectors react on this attack. For example, they can block the proper connection, and, as a result, it is not processed by the operating system and software. The user receives the message simultaneously about the attack attempt on the computer system.

If detector found a threat then processes of cloning and mutation are activated. The goal of cloning and mutation module is to produce copies of the immune detector that found an attack. Such “clones” that are similar to the “parent” are very useful for example for defense against the family of malware, where each example have the similar malicious code. Such clones are capable to react on the found malware and check all the objects in the computer environment in a short period.

When clones are creating, some changes in their structure are taking place. As a result, the clones are not exact copies of the parent but with small differences. This process is called mutation. It allows immune detectors acquire the new ability, adapt to new attacks and increase the detection rate. In our case, when detectors base on neural networks, each clone is training on information that is abstracted from the detected attack. It allows adapting to new attack with the purpose of increasing of quality detection.

During the detection and eliminating of attacks, it is expedient to save their parameters and samples with the purpose of further detailed analysis. The point is that immune detectors are trained on the limited set of data, which can not include all possible cyber attacks. Therefore at the samples of attacks, that was classified as an unknown, are saved and added to the trained sample. It enables to increase the authenticity of attacks detection and classification as well as provide the flexibility of system, so this process updates the information. Newly generated detectors will be trained already, on new data.

At the end, the best detector is chosen and transformed to “memory” detector. Memory detectors have unlimited lifetime and provide a quick reaction on repeated cyber attacks. Thus the set of memory detectors forms the “immune memory” and keeps the information about all met cyber attacks and provides the high level of reaction on repeated attempts of attacks.
Finally, the module of identification of threats is used for classification of detected threat. The knowledge about the class of the detected threat allows taking correct response.

4 Results and Discussions

4.1 Ability of Artificial Cyber Defense System Detecting the Network Attacks

In order to eliminate disadvantages of existing works and improve the reliability of detecting the network attacks authors developed the intrusion detection systems using the proposed methods above (Fig. 2).

Fig. 2. Structure of Intrusion Detection System

Preprocessing traffic module is designed to represent traffic parameters in a convenient form for analysis. It consists of two modules – module capturing network traffic on the computer network and module of the principal components calculation from parameters of the captured traffic.

To capture the network traffic there used the specialized software called a sniffer – a software network analyzer of the traffic designed to capture and make the subsequent analysis of network traffic.

The network traffic – captured by sniffer – is analyzed. As a result there are extracted the 41 parameters of the network connection which characterize this connection and include time of the connection work, the protocol type, service type, a number of transferred bytes, etc.

Note the different parameters of the network connection have a different type of information, for example, the parameter ”time of connection work” is set in seconds,
“protocol type” is set in a symbolic form, and "number of bytes from source to receiver" is set in bytes. Hence, in order to analyze such heterogeneous data, they have to be reduced to a general view.

To reduce the dimension of the analyzed data the unit PCA is used (see Fig. 2), performing the principal components selection and leading to improved quality of network attacks detection as well as increasing the analysis speed of network packets.

The PCA unit receives data from the sniffer – 41 parameters for network connections and, after all transformations and calculations, forms the 12 principal components. It was experimentally proved the 12 major components of network traffic parameters contain more than 99% information (Table 1).

A module of creating and training and selecting detectors (see Fig. 2) is designed to create neural network immune detectors $1\ldots N$, which are considered as the basic elements of Intrusion Detection (each individual immune detector represents an artificial neural network).
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Unit of detectors creation is assigned to generate neural networks that are considered as the basis of the detectors. The input of this unit is supplied data such as: the number of neurons in the first layer and the number of neurons in the hidden layer. The unit then generates a neural network with the given parameters and initializes the weights coefficients between neuron elements according to a random distribution. Such neural network is going in the input of training detectors unit, whose task is to train how to classify images of normal network connections and network attacks. For this purpose there (in input of training detectors) are appeared data from the training set which are selecting in the random way. Therefore, such data are unique for each neural network that provides the great structural diversity of neural immune detectors.

To train the one neural network data are used, consisting of 64 connections from one of four classes of network attacks (that is, 80 percent of all training data for the neural network), and 16 connections belonging to the class of legitimate network con-
nections (representing 20 percent of the training sample). This relation of classes in the training set was obtained by experiment and showed the best results.

As a result, each neural network is trained on parameters of the 80 network connection. While a neural network is training, there is used the controlled competitive training in accordance with the rule of "winner takes all". I.e. data from the training set – formed exactly for this neural network – are supplied to its input sequentially. Then, in the output of the neural network the weights coefficients are adjusted depending on the coherence of submitted data. Trained neural networks must pass the verification process to prove their correctness at the classification of the various images for the network traffic. A verification function is running by the unit of selection detector (see Fig. 2).

The trained neural network is checked on a specially prepared test sample consisting of the parameters of legitimate network connections. The neural network (NN) is analyzing and classifying data of the test sample. If NN detects a network attack then such NN is considered as incorrect one (because the test sample contains the legitimate traffic only) and it’s destroyed by detectors destruction unit (see Fig. 2). If NN does not detect network attacks in the test sample then it "passes" the selection phase and transforms into immune neural network detector and implements into module of the traffic analysis and intrusion detection.

Verification mechanism of NN functioning – passed a training stage – eliminates the beta errors i.e. those errors when the legitimate connection is classified as a network attack. Neural network immune detectors that have successfully passed the selection stage of training are considered as the basis of the module for the traffic analysis and intrusion detection. As it comes from above an individual NN immune detector is adjusting to detect network attacks of a particular type the set of such detectors provides intrusion detection belonging to any of the classes.

To analyze the network traffic the 12 parameters of network connection are going from the module of preprocessing network traffic to the input of each NN functioning immune detector in parallel. Detectors analyze these parameters and make a decision. If all the detectors identified analyzed connection as legitimate one (not attack), it is permitted for processing and implementation. If one of the detectors at least classified the current connection as a network attack, it is blocked and the message comes about network attack.

Each neural network immune detector has the so-called "lifetime", during which it can analyze network traffic. This limited period of detectors existence is needed to get rid of the "weak" detectors. Because there is no guarantee the detector is able to detect network attacks after the training and selection of neural network detectors. More precisely, it may be a situation where the detector will be classify an unknown image as an attack in a case when the image is exactly the same as the training sample.

This situation may arise due to the fact that the training sample is randomly generated per each detector. Then the situation may occur when the neural network – which is a base for the detector on the training data – cannot identify patterns in the parameters of compounds belonging to different classes.

A mechanism that limits the operation time gets rid of the "useless" detectors, so such detectors are destroyed if they did not recognize the attack within the specified
time. A new immune detector – which was just trained and selected – substitutes the destroyed one.

The modern system of the Intrusion Detection has to protect from known network attacks as well as from unknown ones which are not previously encountered. In other words the system must have the ability for self-adapting to changed "signatures" of network attacks and methods of their organization and implementation. Such kind of functions are provided by the adaptation module (see Fig. 2) based on a study of the detected network attack and ability of neural network immune detectors to additional training.

When the network attack is recognized by one of the detectors, there is a blocking of the network connection, and a message is generated to the user. Note, apart from the above actions, the system memorizes the characteristics of the network connection, classified as the attack by immune detector. Further, the parameters of this attack are compared with the parameters of the attacks that are in the data warehouse for detectors training. If such an attack or sufficiently similar characteristics already exists, nothing happens.

However, if an attack with such characteristics does not exist in the database or the characteristics of the detected attacks are quite different from those already known, then there are made the following operations:

1. A new detector – called the immune memory detector – is created on the basis of the neural network detector that detected a network attack.
2. Additional training of the new detector is running on the parameters of the new detected attack.
3. The new up-training detector is implementing into the module of the traffic analysis and intrusion detection.
4. Parameters of the new network attack are entered into the database that stores the data for training the neural network immune detectors.

The above described algorithm enables to analyze the detected network attack. If this attack is considered as the new one then the system is adapting to it by creating the immune memory detectors and entering the characteristics (signatures) of the new network attack into the training set for next new detectors. The results of conducted experiments exploring the summarizing properties of neural network immune detectors showed that trained detectors can detect and classify not only attacks – on which they are trained – but the new attacks as well. The authenticity of detection and classification of new attacks can approach 100 percent sometimes (Tables 2).

For example a detector 1 quite enough detects an attack <dos_back> where it was trained. In particular there were detected the 100 percent attacks of such kind at the low level of beta error equal 0.2 percent. Moreover this detector can detect new attacks as well, in particular 99.1%, of <dos_neptune> attacks and 100% of r2l_spy attacks and 88.9% of <u2r_loadmodule> attacks correspondingly. There were conducted experimental researches of adaptation neural network immune detectors to the new attacks using both cloning and mutation operations. For this purpose we selected a paternal detector which was studied on the example of <DoS_land> attack. This detector found out the two new attacks: <R2L_imap> and <Probe_portsweep>. As-
assuming that such attacks are absent in the database, let’s generate the two new detectors of A1 and A2, and add the parameters of found attacks in the trained sample for these detectors and thus train the proper detector "clonals" (Table 3).

Table 2. Detection of network attacks by detectors 1-3

<table>
<thead>
<tr>
<th>Type of attack</th>
<th>Detector 1 (trained on DoS_back), %</th>
<th>Detector 2 (trained on Probe_Nmap), %</th>
<th>Detector 3 (trained on R2L_fRpwrite), %</th>
</tr>
</thead>
<tbody>
<tr>
<td>DoS-attacks</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Back</td>
<td>100,0</td>
<td>99,1</td>
<td>0,3</td>
</tr>
<tr>
<td>Land</td>
<td>0,0</td>
<td>9,5</td>
<td>23,8</td>
</tr>
<tr>
<td>Neptune</td>
<td>99,1</td>
<td>99,9</td>
<td>0,0</td>
</tr>
<tr>
<td>Pod</td>
<td>0,0</td>
<td>12,9</td>
<td>1,9</td>
</tr>
<tr>
<td>Smurf</td>
<td>0,0</td>
<td>0,1</td>
<td>0,0</td>
</tr>
<tr>
<td>Teardrop</td>
<td>0,0</td>
<td>11,0</td>
<td>0,0</td>
</tr>
<tr>
<td>Probe-attacks</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ipsweep</td>
<td>0,1</td>
<td>5,7</td>
<td>1,0</td>
</tr>
<tr>
<td>Nmap</td>
<td>80,5</td>
<td>100</td>
<td>0,0</td>
</tr>
<tr>
<td>Portsweep</td>
<td>2,1</td>
<td>30,8</td>
<td>0,1</td>
</tr>
<tr>
<td>Satan</td>
<td>13,3</td>
<td>96,1</td>
<td>2,1</td>
</tr>
<tr>
<td>R2L-attacks</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ftp_write</td>
<td>0,0</td>
<td>0,0</td>
<td>100</td>
</tr>
<tr>
<td>Guess_passwd</td>
<td>0,0</td>
<td>0,0</td>
<td>5,7</td>
</tr>
<tr>
<td>Imap</td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
</tr>
<tr>
<td>Multhop</td>
<td>0,0</td>
<td>0,0</td>
<td>57,2</td>
</tr>
<tr>
<td>Phf</td>
<td>0,0</td>
<td>0,0</td>
<td>0,0</td>
</tr>
<tr>
<td>Spy</td>
<td>100,0</td>
<td>100</td>
<td>0,0</td>
</tr>
<tr>
<td>Warezclient</td>
<td>1,1</td>
<td>0,6</td>
<td>65,0</td>
</tr>
<tr>
<td>Warezmaster</td>
<td>0,0</td>
<td>0,0</td>
<td>90,0</td>
</tr>
<tr>
<td>U2R-attacks</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Buffer_overflow</td>
<td>0,0</td>
<td>0,0</td>
<td>83,4</td>
</tr>
<tr>
<td>Loadmodule</td>
<td>88,9</td>
<td>100</td>
<td>0,0</td>
</tr>
<tr>
<td>Perl</td>
<td>33,4</td>
<td>0,0</td>
<td>0,0</td>
</tr>
<tr>
<td>Rootkit</td>
<td>0,0</td>
<td>0,0</td>
<td>20,0</td>
</tr>
</tbody>
</table>

Table 3. Adaptation of the neural network immune detectors to new attacks

<table>
<thead>
<tr>
<th>Type attacks</th>
<th>Detector 2</th>
<th>Detector of A1</th>
<th>Detector of A2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sp(TNR)=99,0%, %</td>
<td>Sp(TNR)=99,1%, %</td>
<td>Sp(TNR)=98,9%, %</td>
</tr>
<tr>
<td>DoS-attacks</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Land</td>
<td>100,0</td>
<td>100,0</td>
<td>100,0</td>
</tr>
<tr>
<td>Pod</td>
<td>2,3</td>
<td>0,0</td>
<td>31,8</td>
</tr>
<tr>
<td>Probe-attacks</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ipsweep</td>
<td>7,22</td>
<td>0,2</td>
<td>33,9</td>
</tr>
<tr>
<td>Portsweep</td>
<td>15,9</td>
<td>2,6</td>
<td>55,3</td>
</tr>
<tr>
<td>Satan</td>
<td>11,0</td>
<td>31,3</td>
<td>11,0</td>
</tr>
<tr>
<td>R2L-attacks</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Imap</td>
<td>83,3</td>
<td>91,7</td>
<td>83,3</td>
</tr>
<tr>
<td>Multhop</td>
<td>0,0</td>
<td>0,0</td>
<td>14,3</td>
</tr>
<tr>
<td>U2R-attacks</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perl</td>
<td>0,0</td>
<td>66,7</td>
<td>0,0</td>
</tr>
<tr>
<td>Rootkit</td>
<td>0,0</td>
<td>20,0</td>
<td>0,0</td>
</tr>
</tbody>
</table>
As it can be seen from a table 4 the detector A1 began better find attacks of separate classes, in particularly <Probe_satan> – in 2.8 times, and <R2L_imap> on 8.4%, and it began also to find both the <U2R_perl> attacks and the <R2L_rootkit> attacks. On the other hand the detector A2 showed better results detecting the following attacks: Probe_ipsweep, DoS_pod, Probe_portsweep, R2L_multihop.

4.2 Adaptation Ability of Cyber Defense System Detecting the Malware

The goal of this experiment is to show the adaptation ability of the proposed artificial Cyber Defense system on the example of malware detection. Let us discuss briefly the experimental conditions. Initially, we generate several immune detectors. In the Table 4 there are five detectors D1… D5 that went through training and selection phase.

Table 4. Immune Detectors

<table>
<thead>
<tr>
<th>Detectors</th>
<th>Learning set</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>eventvwr.exe, dllhost.exe, eventvwr.exe, fixmapi.exe, Trojan-Downloader.Win32. Bagle.f</td>
</tr>
<tr>
<td>D2</td>
<td>finger.exe, eventvwr.exe, loadfix.com, proxycfg.exe, Email-Worm.Win32. Brontok.q</td>
</tr>
<tr>
<td>D3</td>
<td>control.exe, proxycfg.exe, systray.exe, regwiz.exe, Trojan-Proxy.Win32.Lager.d</td>
</tr>
<tr>
<td>D4</td>
<td>forcedos.exe, rsnmdr.exe, share.exe, lpq.exe, Net-Worm.Win32.Bozori.k</td>
</tr>
<tr>
<td>D5</td>
<td>regedt32.exe, redir.exe, loadfix.com, control.exe, Trojan-Downloader.Win32. Small.dde</td>
</tr>
</tbody>
</table>

The learning set for each detector is unique and consists of randomly chosen legitimate files and malicious code. After training and selection neural network immune detectors check the set of malware. A Table 5 shows the detection ability of each immune detector. \( P_T \) and \( P_F \) are interdependent values that characterize the membership of under-test file into legitimate or malicious class. \( P_T \) is the probability that checked object is legitimate. \( P_F \) is the inverse value and shows the belonging of checked object to the malware class. The equations 1 and 2 describe the calculation of \( P_T \) and \( P_F \):

\[
P_T = \frac{Y_T}{L},
\]

\[
P_F = 1 \cdot P_T = \frac{Y_T}{L},
\]

\[
(1)
\]
\[
\tilde{Y}_1 = \sum_{k=1}^{L} Y_1^k ,
\]

\[
\tilde{Y}_2 = L - \tilde{Y}_1 = \sum_{k=1}^{L} Y_2^k .
\]

(2)

where \( P_T \) – the probability of legitimate file; \( P_F \) – the probability of malware; \( Y_1 \) and \( Y_2 \) – the number of legitimate and malicious fragments of under-test file correspondingly; \( L \) – the total amount of fragments from under-test file, \( Y_{ik} \) – \( i \)-th output of immune detector for \( k \)-th input pattern.

<table>
<thead>
<tr>
<th>Malware</th>
<th>D1,P_T/P_F</th>
<th>D2,P_T/P_F</th>
<th>D3,P_T/P_F</th>
<th>D4,P_T/P_F</th>
<th>D5,P_T/P_F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worm.Brontok.q</td>
<td>0,78/0,22</td>
<td>0,83/0,17</td>
<td>0,83/0,17</td>
<td>0,85/0,15</td>
<td>0,78/0,22</td>
</tr>
<tr>
<td>Worm.NetSky.q</td>
<td>0,74/0,26</td>
<td>0,95/0,05</td>
<td>0,97/0,03</td>
<td>1,00/0,00</td>
<td>0,90/0,10</td>
</tr>
<tr>
<td>Worm.Rays</td>
<td>0,96/0,04</td>
<td>0,86/0,14</td>
<td>0,85/0,15</td>
<td>0,79/0,21</td>
<td>0,82/0,18</td>
</tr>
<tr>
<td>Worm.Bozori.a</td>
<td>0,78/0,22</td>
<td>0,93/0,07</td>
<td>0,95/0,05</td>
<td>0,99/0,01</td>
<td>0,88/0,12</td>
</tr>
<tr>
<td>Worm.Bozori.k</td>
<td>0,77/0,23</td>
<td>0,92/0,08</td>
<td>0,93/0,07</td>
<td>0,96/0,04</td>
<td>0,88/0,12</td>
</tr>
<tr>
<td>Packed.Tibs</td>
<td>0,77/0,23</td>
<td>0,96/0,04</td>
<td>0,97/0,03</td>
<td>0,99/0,01</td>
<td>0,92/0,08</td>
</tr>
<tr>
<td>Trojan.Dialer.eb</td>
<td>0,89/0,11</td>
<td>0,81/0,19</td>
<td>0,80/0,20</td>
<td>0,83/0,17</td>
<td>0,79/0,21</td>
</tr>
<tr>
<td>Trojan.Bagle.f</td>
<td>0,83/0,17</td>
<td>0,87/0,13</td>
<td>0,89/0,11</td>
<td>0,91/0,09</td>
<td>0,89/0,11</td>
</tr>
<tr>
<td>Trojan.INS.bl</td>
<td>0,86/0,14</td>
<td>0,86/0,14</td>
<td>0,84/0,16</td>
<td>0,86/0,14</td>
<td>0,81/0,19</td>
</tr>
<tr>
<td>Trojan.INS.gi</td>
<td>0,86/0,14</td>
<td>0,79/0,21</td>
<td>0,75/0,25</td>
<td>0,73/0,27</td>
<td>0,75/0,25</td>
</tr>
<tr>
<td>Trojan.Ladder.a</td>
<td>0,89/0,11</td>
<td>0,92/0,08</td>
<td>0,94/0,06</td>
<td>0,96/0,04</td>
<td>0,93/0,07</td>
</tr>
<tr>
<td>Trojan.Small.da</td>
<td>0,80/0,20</td>
<td>0,94/0,06</td>
<td>0,95/0,05</td>
<td>0,99/0,01</td>
<td>0,90/0,10</td>
</tr>
<tr>
<td>Trojan.Small.dde</td>
<td>0,77/0,23</td>
<td>0,95/0,05</td>
<td>0,96/0,04</td>
<td>1,00/0,00</td>
<td>0,90/0,10</td>
</tr>
<tr>
<td>Trojan.Small.dg</td>
<td>0,86/0,14</td>
<td>0,97/0,03</td>
<td>0,99/0,01</td>
<td>1,00/0,00</td>
<td>0,97/0,03</td>
</tr>
<tr>
<td>Trojan.Daemon.a</td>
<td>0,89/0,11</td>
<td>0,89/0,11</td>
<td>0,89/0,11</td>
<td>0,93/0,07</td>
<td>0,88/0,12</td>
</tr>
<tr>
<td>Trojan.Lager.d</td>
<td>0,83/0,17</td>
<td>0,88/0,12</td>
<td>0,75/0,25</td>
<td>0,93/0,07</td>
<td>0,79/0,21</td>
</tr>
<tr>
<td>Trojan.Mitglied.o</td>
<td>0,90/0,10</td>
<td>0,87/0,13</td>
<td>0,87/0,13</td>
<td>0,91/0,09</td>
<td>0,84/0,16</td>
</tr>
<tr>
<td>Trojan.Small.a</td>
<td>0,89/0,11</td>
<td>0,96/0,04</td>
<td>0,98/0,02</td>
<td>1,00/0,00</td>
<td>0,97/0,03</td>
</tr>
<tr>
<td>Virus.Bee</td>
<td>0,97/0,03</td>
<td>0,79/0,21</td>
<td>0,77/0,23</td>
<td>0,77/0,23</td>
<td>0,80/0,20</td>
</tr>
<tr>
<td>Virus.Neshta.a</td>
<td>0,90/0,10</td>
<td>0,74/0,26</td>
<td>0,72/0,28</td>
<td>0,72/0,28</td>
<td>0,72/0,28</td>
</tr>
<tr>
<td>Virus.VB.d</td>
<td>0,93/0,07</td>
<td>0,69/0,31</td>
<td>0,65/0,35</td>
<td>0,65/0,35</td>
<td>0,69/0,31</td>
</tr>
</tbody>
</table>

The fragments of files appear when we divide the checked file into the chunks with the size equals to number of input neurons of neural network immune detectors. For example, if the file size equal 16 Kbyte and we use 128 input neurons in neural network immune detector the number of fragments equal

\[
L = 16 \times 1024 / 128 = 128
\]

(3)
We are using the threshold that defines the belonging of checking objects to class of malware. If $P_T > 0.8$ ($P_F < 0.2$ correspondingly) then the checked object is legitimate. Conversely if $P_T < 0.8$ ($P_F > 0.2$ correspondingly) then the checked file is malicious.

A Table 6 demonstrates the ability of detectors to recognize the new unknown malware. In Tables 5 and 6 the gray cells indicate the detection of malware. As can be seen each immune detector is capable to detect not only the known malware (known malware is the malware that is from training set, for example, Trojan-Proxy.Lager.d for D3 neural networks immune detector) but also the unknown malware (for example, there are Trojan.INS.gi, Virus.Bee and Virus.VB.d for D3 detector).

### Table 6. The Detection Ability of Clones

<table>
<thead>
<tr>
<th>Malware</th>
<th>$C_1$, $P_T/P_F$</th>
<th>$C_2$, $P_T/P_F$</th>
<th>$C_3$, $P_T/P_F$</th>
<th>$C_4$, $P_T/P_F$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worm.Brontok.q</td>
<td>0.86/0.14</td>
<td>0.88/0.12</td>
<td>0.87/0.13</td>
<td>0.85/0.16</td>
</tr>
<tr>
<td>Worm.NetSky.q</td>
<td>0.95/0.05</td>
<td>0.93/0.07</td>
<td>0.94/0.06</td>
<td>0.90/0.10</td>
</tr>
<tr>
<td>Worm.Rays</td>
<td>0.87/0.13</td>
<td>0.86/0.14</td>
<td>0.87/0.13</td>
<td>0.85/0.15</td>
</tr>
<tr>
<td>Worm.Bozori.a</td>
<td>0.97/0.03</td>
<td>0.95/0.05</td>
<td>0.97/0.03</td>
<td>0.94/0.06</td>
</tr>
<tr>
<td>Worm.Bozori.k</td>
<td>0.94/0.06</td>
<td>0.91/0.09</td>
<td>0.92/0.08</td>
<td>0.90/0.10</td>
</tr>
<tr>
<td>Packed.Tibs</td>
<td>0.96/0.04</td>
<td>0.98/0.02</td>
<td>0.95/0.05</td>
<td>0.91/0.09</td>
</tr>
<tr>
<td>Trojan.Dialer.eb</td>
<td>0.89/0.11</td>
<td>0.90/0.10</td>
<td>0.91/0.09</td>
<td>0.81/0.19</td>
</tr>
<tr>
<td>Trojan.Bagle.f</td>
<td>0.79/0.21</td>
<td>0.78/0.22</td>
<td>0.79/0.21</td>
<td>0.77/0.23</td>
</tr>
<tr>
<td>Trojan.INS.bl</td>
<td>0.77/0.23</td>
<td>0.79/0.21</td>
<td>0.78/0.22</td>
<td>0.76/0.24</td>
</tr>
<tr>
<td>Trojan.INS.gi</td>
<td>0.64/0.36</td>
<td>0.66/0.34</td>
<td>0.65/0.35</td>
<td>0.68/0.42</td>
</tr>
<tr>
<td>Trojan.Ladder.a</td>
<td>0.75/0.25</td>
<td>0.76/0.24</td>
<td>0.77/0.23</td>
<td>0.77/0.23</td>
</tr>
<tr>
<td>Trojan.Small.da</td>
<td>0.83/0.17</td>
<td>0.81/0.19</td>
<td>0.79/0.21</td>
<td>0.80/0.20</td>
</tr>
<tr>
<td>Trojan.Small.dde</td>
<td>0.84/0.16</td>
<td>0.79/0.21</td>
<td>0.85/0.15</td>
<td>0.80/0.20</td>
</tr>
<tr>
<td>Trojan.Small.dg</td>
<td>0.77/0.23</td>
<td>0.77/0.23</td>
<td>0.78/0.22</td>
<td>0.76/0.24</td>
</tr>
<tr>
<td>Trojan.Daemon.a</td>
<td>0.73/0.27</td>
<td>0.79/0.21</td>
<td>0.78/0.22</td>
<td>0.74/0.26</td>
</tr>
<tr>
<td>Trojan.Lager.d</td>
<td>0.78/0.22</td>
<td>0.78/0.22</td>
<td>0.78/0.22</td>
<td>0.77/0.23</td>
</tr>
<tr>
<td>Trojan.Mitglied.o</td>
<td>0.78/0.22</td>
<td>0.77/0.23</td>
<td>0.77/0.23</td>
<td>0.78/0.22</td>
</tr>
<tr>
<td>Trojan.Small.a</td>
<td>0.81/0.19</td>
<td>0.82/0.18</td>
<td>0.82/0.18</td>
<td>0.81/0.19</td>
</tr>
<tr>
<td>Virus.Bee</td>
<td>0.91/0.09</td>
<td>0.89/0.11</td>
<td>0.90/0.10</td>
<td>0.87/0.13</td>
</tr>
<tr>
<td>Virus.Neshta.a</td>
<td>0.85/0.15</td>
<td>0.85/0.15</td>
<td>0.86/0.14</td>
<td>0.81/0.19</td>
</tr>
<tr>
<td>Virus.VB.d</td>
<td>0.78/0.22</td>
<td>0.81/0.19</td>
<td>0.88/0.12</td>
<td>0.79/0.21</td>
</tr>
</tbody>
</table>

As an example of adaptation ability of detectors let’s chose the detector D3 that detects several malware: Trojan-Proxy.Lager.d, Trojan.INS.gi, Virus.Bee, Virus.Neshta.a and Virus.VB.d. After detection of the first malware Trojan.Win32.INS.gi detector D3 undergoes on the cloning process and as a result several detectors-clones $C_i$ are generated. Every clone goes through the relearning process where data from the detected malware Trojan.Win32.INS.gi are included into the learning sample.

The Table 6 above demonstrates the detection ability of four clones $C_i$. As it can be seen each clone $C_i$ detects Trojan.Win32INS.gi with higher rate than detector D3. In
addition the detectors-clones demonstrate the ability to detect such the new unknown malware (Trojan.Bagle.f, Trojan.INS.bl, Trojan.Ladder.a, Trojan.Small.da, Trojan.Small.dde, Trojan.Small.dg, Trojan.Daemon.a, Trojan.Mitglied.o, Trojan.Small.a) that are stayed undetectable in the case of detector D3 scanning. The process of re-training of the immune detectors where data from detected malware are used allows immune detectors to improve the detection ability, increase detection rate and permits the whole system to adapt to changeable environment by means of evolution. However while detectors-clones $C_i$ acquire the ability to detect Trojans with high rate they practically lost the ability to detect malware from other classes. It is the back side of the processes of cloning and mutation – the detectors-clones are tuned in to the specific malware or series of specific malware.

Thus the detected new malware is added to the training data set in order to train new neural network immune detectors and it enables obtaining the new detectors with the different structure, tuned into new malware. These two mechanisms, namely cloning and training dataset modification, allow increasing the detection quality and adapting detectors to the new unknown malware. Obviously, the use of the proposed Intelligent Cyber Defense System in a number of applications mentioned in the Introduction above, will improve the reliability of detecting intrusions into computer systems, and as a result – can lead to a significant reduction in financial losses of companies from cyber attacks.

5 Conclusion and Future Work

In this paper we proposed the system for cyber defense which can detect not only already known network attacks but previously unknown, new cyber threats. This system is characterized as the intelligent, adaptive, evolutionary and self-organizing one. We examined the ability of immune detectors with neural network structure to adapt to changeable cyber-attacks trend and as result to evolve with the scope increasing the rate of unknown cyber attacks. We have run experiments proofing that detectors can adapt to the new threat.

The ability of the immune detectors to evolve – by exploring of the new malicious material - allows the intelligent security system to adapt to the new threat and provide an effective defense against the known and unknown cyber attacks. The adapted detectors acquire the ability to detect some new attacks with a higher quality. The new detected attack is adding to the training sample that increases the difference in immune detectors and enables detecting unknown attacks.

Thus, it is experimentally confirmed, that proposed neural network immune detectors are able to discover the unknown types of attacks and adapt to them.

The proposed Intelligent Cyber Defense System can increase the reliability of intrusion detection in computer systems and therefore it may reduce financial losses of companies from cyber attacks.

In the nearest future we expect to implement a part of the cyber defense system units using programmable logic arrays. Such solution, unlike the software protection, will allow eliminate the influence of the software intrusions on the cyber defense
system. To make decisions about counter invasion methods it is expected to use the
Mamdani's fuzzy inference rules.
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Abstract. The article is devoted to analysis of currency quotes behavior on the currency market by defining dynamic changes over time. The main tool of fractal analysis is the Hurst under the hypothesis of fractal market. For 17 major currency pairs on closing prices and the prices maximum-minimum the Hurst index is calculated by formula for the adjusted R/S analysis. Values at the currency markets of different countries in different economic conditions are compared during 2008-2015. For currency pairs Hurst index tends to maintain its average value in stable economic situation, while it is an indicator of events affecting directly or indirectly on the state's economy and the rate of its national currency. Application of sliding window method allows to simulate the dynamics of Hurst index for the currency pairs USD/JPY, GBP/JPY, EUR/USD, GBP/USD and establish certain patterns of conduct series of quotes due to appropriate reaction to economic, political and natural disturbances.
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1 Introduction

The transition of Ukraine to the market economy, creation of modern infrastructure, evolution of ownership and increasing independence of participants of market relations inevitably leads to the need for constant monitoring of trends and identification of features of financial and monetary system functioning. Foreign exchange market as one of the main elements of the system in the last decade characterized by increasing globalization and transformation processes.

Due to the fact that international economic relations generate the corresponding cash requirements and obligations of the parties, a prerequisite for their settlement is national currency using, as the only universal global means of payment does not exist yet. It leads to the need to exchange one currency for another in the form of purchase of foreign currency by payer or recipient of funds in international operations. The international payment transactions related to payment of receivables and liabilities of
businesses and individuals around the world are serviced by foreign exchange market, defining its objective necessity.

The features of contemporary currency markets are internationalization, globalization, standardization and automation of communication facilities in the implementation of foreign exchange transactions. Thus there is the instability of exchange rates. Predicting future behavior of exchange rates is important because it allows to reduce currency risks and ensure the efficiency of various solutions in international financial management.

The aim is to study the behavior of the currency pairs using Hurst index monitoring as one of the tools of fractal analysis, under the hypothesis of fractal market.

2 Analysis of Recent Research

During the last three decades an efficient market theory was the most famous theory of financial markets. The statement of this theory is that changes in asset prices reflect the important new information release fully and immediately. In addition, through a flow of information that can be provided between the current and the next trading period, changes in asset prices are independent. In other words, the unpredictable release of information drives asset prices in a random order, and price fluctuations comply the normal distribution [1-6].

Efficient market hypothesis (EMH), like all other economic concepts is based on linear paradigm, whereby each economic action (event) causes linearly proportional reaction that produced some cause and effect relationships. However, economic theory, based on the principles of balance, couldn’t explain many complex financial phenomena. Revolution was needed and put into nonlinearity analysis.

Based on the nonlinear paradigm the fractal market hypothesis (FMH) emerged and was developed, whereby a certain action (or event) causes a nonlinear response that is exponential, unexpected, extremely strong and no one expected reaction. In contrast to the efficient market hypothesis the fractal market hypothesis states that the information is evaluated depending on the investment horizon of the investor. As different investment horizons evaluate information differently, dissemination of information is uneven also. At any certain time moment the price may not reflect all existing information, it can display only the part that is important for this investment horizon. FMH admits that chaotic mode occurs when investors lose confidence in the long-term fundamental information [1-5].

One of the results of exchange and stock markets research made by Mandelbrot, Peters [3, 1-2] is that the distribution of price changes are fractal Pareto distribution. This distribution has the property of statistical self-similarity in time (the presence of long memory). In addition, it was shown that the financial markets are nonlinear dynamic systems, which opened up opportunities for the study of financial markets by means of the theory of dynamical systems and deterministic chaos [5].

There are several alternative approaches to assessing the fractal structure of the time series: R/S-analysis; method based on the determination of cell dimensions; standard fluctuation analysis; detrend fluctuation analysis (DFA); multifractal DFA.

The description and practical application of these methods can be found in [3, 5-16]. For example, using the R/S-analysis in [6] the Hurst index was estimated and it was
proved that hypothesis of FMH could be “reasonable” generalization of the efficient market hypothesis. In [12], the authors conducted an empirical study of scaling and multifractal properties of currency pair USD/DEM.

Multifractal spectra singularities for different currency pairs were studied in [13-16]. The use of different approaches to assessing the performance of fractal time series supports the hypothesis of FMH and allows to generalize it to multifractal market hypothesis (MFMH). In [8] it is demonstrated that a change of fractal properties of returns in exchange rates are an indicator of a currency crisis.

3 Research method

R/S-analysis method of study of fractal time series was proposed by Mandelbrot [3] and it is based on research conducted by the British explorer Hurst. It is based on the analysis of accumulated magnitude deviation of observations series and standard deviation. Hurst offered new statistics - Hurst index, which is widely used in the analysis of time series due to its stability. Its calculation requires minimum assumptions about studied system and time series can be classified by the type and the depth of memory on its basis. It can distinguish a random series of non-random one, even if the random series has non-Gaussian distribution [18].

Calculation of Hurst index can be carried out as follows: 
\[ R/S = (aN)^H \]
\[ H = \frac{\log(R/S)}{\log(aN)} \]
where \( H \) - Hurst index; \( S \) - standard deviation of observations number; \( R \) - variation of accumulated deviation; \( N \) - number of observation periods; \( a \) - positive constant [9, 17].

The scale of the accumulated deviation \( R \) is the most important element of Hurst index formula: 
\[ R = \max_{1\leq i \leq N} (Z_u) - \min_{1\leq i \leq N} (Z_u) \]
where \( Z_u \) - the accumulated deviations number of values \( x \) from the mean \( \bar{x} \), i.e. 
\[ Z_u = \sum_{i=1}^{N} (x_i - \bar{x}) \]
Formula for Hurst index shows that the increasing scale, reducing standard deviation and reducing number of observations influence on its growth.

For further calculations we use \( a = \frac{\pi}{2} \approx 1.5708 \) as the choice of another constant for calculating. Hurst index inflates its value significantly. It will lead to erroneous conclusions about persistence of random series [9].

While a small number of observations, actual calculations of normalized variation R/S for random series give much too low results compared to theoretical ones
\[ R/S = \sqrt{\frac{N\pi}{2}} \].
This contradiction leads to lower values of Hurst index when the number of observations \( N < 250 \). To avoid this contradiction, it is necessary to transform actually calculated values of normalized variation using the formula [9]:
\[ R / S_T = R / S \times 0.998752 + 1.051037. \] (1)

However, due to feature of logarithmic calculations of Hurst index, the adjusted value of normalized variation will contain a minor error also. On the basis of the correlation between the number of observations and the ratio of the standard and actual Hurst index it is necessary to adjust the formula for Hurst index calculation so that its value was close at most to a standard one for random series (\( H = 0.5 \)) for all \( N \). The final formula is [9]:

\[ H_T = \frac{\log(R / S_T)}{\log(\pi \times N / 2)} \times (-0.0011 \times \ln(N + 1) + 1.0136) \] (1)

So Hurst index above 0.5 confirms the presence of long-term memory of the market: current depends on the past and the future depends on the present.

The economic literature is usually gives recommendation to calculate the accumulated variation on closing prices. However, for practical market trade minimum and maximum prices set in the middle of interval are also important. To calculate the Hurst index on the maximum-minimum prices we use the formula [9]:

\[ H_M = \frac{\log(R / S_T)}{\log(\pi \times (N - 1) / 2)} \times (-0.0011 \times \ln(N - 1) + 1.0136) \] (3)

Testing hypotheses about market on the basis of Hurst index can be done in case of data mixing. If the result of calculations on randomly mixed data is Hurst index close to 0.5, and it is different from the actual calculations, it may indicate that some data is not Brownian motion.

4 Results

The studies calculated the Hurst index by adjusted formulas for 17 major currency pairs on annual data within 2008 - 2014. Figure 1 presents the dynamics of Hurst index change, which is calculated on closing prices for different currency pairs.

![Fig. 1. Dynamics of Hurst index, calculating on closing prices](image-url)
Note that the values of the Hurst index are higher than 0.68, i.e. series are persistent. Herewith there is the tendency to change the depth of long-term memory for different periods. Most pairs characterized by increase in the degree of persistence an average over the period 2008-2014, which means the stabilization of the economic situation in the world, overcoming of the global economic crisis.

However, for some currency pairs, especially USD/JPY, USD/CAD, GBP/JPY, Hurst index dynamics is characterized by significant fluctuations throughout the study period.

Currency pairs EUR/USD, GBP/USD, USD/CHF, USD/JPY are highly liquid financial instruments that are characterized by significant volatility and therefore have great potential for profit. The most popular is EUR/USD. The EUR is highly dependent on interest rates, economic conditions in the euro area, policies of central banks of the US and EU, political stability in the world [19].

Currency pair GBP/USD is one of the most moving and aggressive currency pairs. The dynamics of the currency pair largely follows the trend of the currency pair EUR/USD.

The feature of the currency pair USD/CHF is more dependence of its change of information on the economic situation in the United States than in Switzerland. The growth trend of US dollar against the Swiss franc, the tendency of weakening of other currencies against the US dollar is observed. This is especially true for currency pairs USD/CAD, AUD/USD [18].

Japanese yen - one of the world reserve currency, a tool for international settlements of countries with the lowest short-term interest rates. There is a significant correlation between currency pairs USD/JPY, EUR/JPY and CHF/JPY. Since the bulk of Japan's funds invested in European assets, changing the course of the currency pair EUR/JPY to a large extent depends on the level of interest rates of Eurozone and Japan.

Figure 2 presents the dynamics of Hurst index change, which is calculated by the maximum-minimum prices for various currency pairs.

![Fig. 2. Hurst index dynamics, calculated by the maximum-minimum prices](image)

Comparison of the results (Fig. 1, 2) suggests a similarity diagrams and increasing values of Hurst index, designed for maximum-minimum prices compared with the Hurst index for closing prices. Calculation of average values of years gives identical pattern shift 0.1.
For further study consider a pair of the most pronounced drop Hurst index: USD/JPY and GBP/JPY. Using the method of sliding windows simulate of dynamic change of Hurst index for these pairs in the time period 2010-2015 (Fig. 3). On the horizontal axis the right end of the time window is marked. There is a consistency of behavior expected of these pairs, due to the presence of the yen and the interconnectedness of economies of the US and Britain as the developed countries, members of the Group of Seven.

Fig. 3. The dynamics of Hurst index for closing prices of USD/JPY and GBP/JPY

The graphs in Fig. 3 are typical manifestations of cyclical and periodic drop of Hurst index in relatively insignificant period of time. Consider in more detail the dynamics of Hurst index for pair USD/JPY, because it is one of the most influential in the foreign exchange market.

The first decline of Hurst index and thus persistence weakening can be seen in the summer of 2010. It is a consequence of the global currency crisis 2008. The event which caused the decrease in the degree of predictability of the market currencies, was active company fight for the preservation of the national economies. It was in 2010, the government of Japan has allocated 1 trillion yen for forming a reserve to combat the crisis and restore regions, and in summer 2010 "new growth strategy" was adopted and a significant reform of the economy of rising sun was conducted. Large inflows of funds, coupled with the instability of the economic situation led to a drop in Hurst index, reducing the persistence [20].

Thus, the events were a shock for the foreign exchange market and caused a drop in Hurst index. During these time periods it was difficult to predict further developments for the currency pair USD/JPY, as its behavior has not been dictated by the internal events in the market, but external, such as monetary policy in Japan and the US.

Figure 4 presents the dynamics of Hurst index change for relatively stable and very influential pairs in the foreign exchange: EUR/USD and GBP/USD.
For the currency pair EUR/USD we could see only one, but significant "failure" of Hurst index, which happened in the fall of 2013. The cause of this could be the announcement by governments of the US and EU about the start of negotiations for the establishment of so-called Transatlantic trade and investment partnership (TTIP). However, the very mention of this agreement has caused some instability in the economy, many meetings and public criticism from the media.

5 Conclusions

Hurst index as a tool of fractal analysis allows to determine the degree of persistency of financial series, the presence of the long-term memory at foreign exchange market. In stable economic situation the Hurst index for currency pairs tends to maintain their average. However, this index is very responsive to events that directly or indirectly affect the state's economy and the rate of its national currency. The biggest jump of index can be seen when the country holds planned intervention to improve their economic situation, thus reducing its currency.

Another group of events affecting the persistence of the currency market are important for the country's situations, such as changing the government, announcement of a new policy or natural disasters. All this violates the usual course of events in the currency markets, and changing of the Hurst index of exchange quotations is the indicator of this. The foreign exchange market disturbance passes over the index approaches to its average value inherent in each currency pair.
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1 Introduction

Methods of AI have been used successfully in real-world applications, for example, predicting, data mining, classification, pattern recognition, knowledge discovery, system identification, clustering, control etc. However, there are many problems of such complexity that no method of AI can solve them alone.

The current trend is in developing composition of AI methods to obtain synergic effect, or hybridization in other words, since no one method is superior to the others in all situations. In doing so, methods respectively aim to enhance strengths of the components of the hybrid system and eliminate weaknesses of individual components. Due to the possibilities of hybrid systems solve many real problems that are characterized by inaccuracy, unpredictability, uncertainty, high dimension and variable environment, they attract much attention. Thus, they can be used to solve problems in a non-standard and promising way.
The Group Method of Data Handling (GMDH) is a powerful method based on the principles of self-organization. Basic Multilayered Iterative Algorithm MIA GMDH is an original Polynomial Neural Network of perceptron type. It should be noted that research in the field of hybridization GMDH-NN with other methods of AI are now in its early stage. But the first results of these studies indicate already a strong potential, high efficiency, diversity of applications of hybrid models. For example, GMDH not suitable for modeling of multi-output systems, while hybrid one with Multi Objective Genetic Algorithm is able to solve this problem.

This survey is aimed to analyzing and structuring typical known approaches to hybridization of GMDH-NN and AI methods as powerful tool for solving complex problems of economic modeling as well as determining most expedient ways of developing research in this field.

2 GMDH as a Specific Type of Neural Network

The GMDH was developed by Ivakhnenko [1] as a multivariate analysis method for complex systems modeling and identification. The main idea of GMDH is to build an analytical function in a feedforward network based on a quadratic node transfer function whose coefficients are obtained using regression technique. Its structure is very similar to that of multilayer feedforward neural networks but the numbers of layers as well as nodes are objectively defined by an external criterion in accordance with the incompleteness theorem. To compare and select the best model, external criteria are used based on dividing the sample into two sets (training and testing), that eliminates the overfitting problem [2].

GMDH is ideal for complex, unstructured systems where the investigator is only interested in obtaining a high-order input-output relationship. Hence this can be treated as a good data mining tool where data is transformed into knowledge for decision making. The most pronounced feature of GMDH is that it can choose the really significant input variables among dozens of these, thus actually reducing the dimension of a solved problem.

There are two main problems in GMDH-NN modeling such as training parameters and selection of an optimal topology, which have a great impact on their performance and encourage searching more efficient methods for their solution. The mathematical basis for the vast majority of training algorithms for NNs is to utilize gradient information to adjust the connection weights between nodes in the network. Its use implies drawbacks such as slow convergence (training) rates, neglected multiple extremum points, infinitesimally small step sizes (e.g. learning rates), costly computation, no guarantee that algorithm converges to an optimum point, entrapped in local minimum points, necessarily imply a least-mean-squared-error criterion, non-differentiability of many error function [3].

Selection of the optimal topology often has the following problems:

- the search space of possible topologies is infinitely large, complex, multimodal, and not necessarily differentiable;
- there is little reason to expect that Neural Network can find a uniformly best algorithm for selecting the weights in a feedforward artificial neural network. At pre-
sent, neural network design relies heavily on human experts who have sufficient knowledge about the different aspects of the network and the problem domain;

- as the complexity of the problem domain increases, manual design becomes more difficult and unmanageable.

Anastasakis and Mort [4] have carried out a comprehensive study of the shortcomings of GMDH, the most problematic can be stated such as:

- ill-suited to solve complex problems with many inputs, almost equally important;
- uses local methods to find optimal solutions;
- tends to create complex polynomials for relatively simple systems;
- tends to create highly complex networks (models) when it comes essentially nonlinear systems, limitations due to its overall structure;
- does not objectively evaluate coefficients by least squares;
- has a fixed structure and determined search character for a better model;
- does not effective in addressing the multi-task.

3 Methods of Evolutionary Computation and Swarm Intelligence Paradigms

*Evolutionary Computation* [5], [6] is a paradigm in the Artificial Intelligence domain that aims at benefiting from collective phenomena in adaptive populations of problem solvers utilizing the iterative progress comprising growth, development, reproduction, selection, and survival as seen in a population. EC are the most well-known, classical and established algorithms among nature inspired ones based on the biological evolution in nature that is being responsible for the design of all living beings on Earth, and for the strategies they use to interact with each other. EC employ this powerful design philosophy to find solutions of hard problems. EC are nondeterministic or cost based optimization algorithms.

Usually grouped under the term EC, the domains of Genetic Algorithm (GA), Genetic Programming (GP), Differential Evolution (DE), Evolutionary Strategy (ES), Learning Classifier Systems (LCS), Estimation of Distribution Algorithms (EDA) and most recent Paddy Field Algorithm (PFA) are founded. They all share a common conceptual base of simulating the evolution of individual structures and they differ in the way the problem is represented, processes of selection and the usage/implementation of reproduction operators. The processes depend on the perceived performance of the individual structures as defined by the problem.

*Swarm Intelligence* [7] is a collective behavior of decentralized, self-organized systems, natural or artificial. The term swarm is used for an aggregation of animals such as fish schools, bird flocks and insect colonies such as ant, termites and bee colonies performing collective behavior. The individual agents of a swarm behave without supervision and each of these agents has a stochastic behavior due to her perception in the neighborhood. Local rules, without any relation to the global pattern, and interactions between self-organized agents lead to the emergence of collective intelligence called swarm intelligence.

Swarm Intelligence can be described by considering five fundamental principles. Proximity Principle: the population should be able to carry out simple space and time
computations. Quality Principle: the population should be able to respond to quality factors in the environment. Diverse Response Principle: the population should not commit its activity along excessively narrow channels. Stability Principle: the population should not change its mode of behavior every time the environment changes. Adaptability Principle: the population should be able to change its behavior mode when it is worth the computational price. The most popular Swarm Intelligence algorithms are Particle Swarm Optimization (PSO), Ant Colony Optimization (ACO), Artificial Bee Colony Optimization (ABC), Cuckoo Search (CS), Fiery Algorithm (FA), Intelligent Water Drops (IWD), Gravitational Search Algorithm (GSA) and Charged System search (CSS).

4 Hybrids of GMDH-NN with Some Computation Intelligence Methods

**Hybrid with DE.** In [8], [9], the hybrid of DE and GMDH systems have created and clearly showed that this structure is superior to the conventional GMDH approach. The architecture of model is not predefined but can be self-organized automatically during the design process. The hybrid Differential Evolution and Singular Value Decomposition is used for simultaneous parametric and structural design of GMDH networks used for modeling and prediction of various complex models. The DE-GMDH approach has been applied to the problem of developing predictive model for tool-wear in turning operations; the exchange rate problem; the Box-Jenkins gas furnace data; with experimental results clearly demonstrating that the proposed DE-GMDH-type network outperforms the existing models both in terms of better approximations capabilities as well as generalization abilities.

**Hybrid with GP.** In [10], [11] GMDH-based approach to Genetic Programming, which integrates a GP-based adaptive search of tree structures, and a local parameter tuning mechanism employing statistical search is presented. In traditional GP, recombination can cause frequent disruption of building blocks or mutation can cause abrupt changes in the semantics. To overcome these difficulties, traditional GP with a local hill climbing search using a parameter tuning procedure is supplemented. More precisely, the structural search of traditional Genetic Programming with a multiple regression analysis method and establish adaptive program called "STROGANOFF" (i.e. Structured Representation On GAs for Nonlinear Function Fitting) is integrated. The fitness evaluation is based on a "Minimum Description Length (MDL)" criterion, which effectively controls the tree growth in Genetic Programming. Its effectiveness by solving several system identification (numerical) problems and compare the performance of STROGANOFF with traditional GP and another standard technique (i.e. "radial basis functions") is demonstrated. The effectiveness of this numerical approach to Genetic Programming is demonstrated by successful application to computational finances.

**Hybrid with GA.** In [12], [13], [14] a hybrid of GA and GMDH systems have created which is superior to the conventional GMDH method. These papers present specific encoding schemes to genetically design GMDH-NNs based on using hybrid GAs and Singular Value Decomposition to design the coefficients as well as the connec-
tivity configuration of GMDH-NNs used for modeling and prediction of various complex models in both single and multi-objective Pareto based optimization processes. Such generalization of network's topology provides near optimal networks in terms of hidden layers and/or number of neurons and their connectivity configuration, so that a polynomial expression for dependent variable of the process can be achieved consequently.

Hybrid with PSO. Such algorithms have been proposed in [15], [16]. The principal approach to modeling of PSO-GMDH and traditional GMDH is more or less same. In PSO the whole population (of constant size) of swarm particles progresses iteratively until the optimum solution is found. Iterative process of Particle Swarm Optimization can be compared with layered approach of GMDH where swarm particles search for better position in each iteration as GMDH nodes look for better solution in each layer. The proposed hybrid PSO-GMDH uses a heuristic search process which makes it more attractive for efficiently searching large and complex search spaces. It is likely that solution found by traditional GMDH is trapped into local minimum whereas PSO's domain of search space is infinitely large and it has its internal mechanism to position is used for simultaneous parametric and structural design of GMDH networks used for modeling and prediction of various complex models.

Group of Adaptive Model Evolution (GAME). P. Kordik [17] created the GAME as a hybrid GMDH-based self-organizing modeling system which uses neurons (units) with several possible types of transfer functions (linear, polynomial, sigmoid, harmonic perceptron network, etc.). The GAME is an original data mining method. It can generate models for classification, prediction, identification or regression purposes. It works with both continuous and discrete variables. The topology of GAME models adapts to the nature of a data set supplied. The GAME is highly resistant to irrelevant and redundant features, suitable for short and noisy data samples. The GAME engine further develops the MIA GMDH algorithm. A GAME model has more degrees of freedom (units with more inputs, interlayer connections, transfer functions etc.) than MIA GMDH models. GAME engine also use genetic search to optimize the topology of models and also the configuration and shapes of transfer functions within their units.

Drawbacks of the up-to-date hybrids. The hybrid structures developed by researchers abroad Ukraine are typically based on classical MIA GMDH algorithm. Those researchers generally do not take into account the fact that during last decades in Ukraine there was developed and widely used another types of GMDH algorithms, namely combinatorial COMBI [18] and relaxational-iterative RIA [19] ones. Moreover, recently it was shown that hybrids of these three types of GMDH algorithms generate new, more effective GMDH structures named generalized iterative algorithm GIA [20]. Accordingly, these new developments can be used to create more powerful hybrid structures with various types of Computation Intelligence paradigms.
5 Some Examples of Successful Use of Hybrid Structures for Solving Complex Economic Problems

Example 1. The cement industry is one of the most important and profitable industries in every developed country and great content of financial resources are investing in this sector yearly. In [21] GMDH-type neural network and genetic algorithm is developed for stock price prediction of cement sector in Iran. Genetic algorithm is arranged in a new approach to design the whole architecture of the GMDH-type-NNs. It provides the optimal number of neurons in each hidden layer and their connectivity configuration to find the optimal set of appropriate coefficients of quadratic expressions to model stock prices. The results are very encouraging and congruent with the experimental results.

Example 2. The prediction of stock price is an important task in investment and financial decision-making since stock prices/indices are inherently noisy and non-stationary. In [22] a GMDH type-neural network based on Genetic algorithm is used to predict stock price index of petrochemical industry in Iran. The results obtained by using GMDH type neural network are in excellent agreement with the experimental results and has high performance in stock price prediction.

Example 3. Forecasting of short-term water demand is useful in planning and management of water and wastewater facilities such as pump scheduling, control of reservoirs volume, pressure management and water conservation program. This helps network managers to decrease vulnerability of the system and consumers and to increase network reliability. In [23] two types of neural networks: Multi Layered Feed-Forward with backpropagation learning algorithm and GMDH with genetic learning algorithm were investigated to model the water demand forecast in Tehran city. The comparison reveals that the GMDH neural network with GA produces results that are close to the actual data.

Example 4. Wheat is the chief carbohydrate source which is taken to be human’s food too. Considering the irregular population augmentation in the world the provision of food stuffs is a predicament of intense significance. Prediction of wheat yield using different quantity microelements is an important issue as a key parameter in increase of wheat production. In [24] wheat yield in Iran is modeled and predicted using GMDH-type neural networks based on some experimental data. The aim of such modeling is to show how wheat yield change with the variation of levels of fertilizers (Zinc & Iron). In this way, GA are deployed in a new approach to design the whole architecture of the GMDH-type neural networks, i.e., the number of neurons in each hidden layer and their connectivity configuration, in combination with using regression method to find optimal set of appropriate coefficients of quadratic expressions for modeling and prediction of wheat yield.

Example 5. Accurate forecasting of electricity load is one of the most important issues in the electricity industry, economic and reliable power systems operation such as unit commitment, reducing spinning reserve, maintenance scheduling, etc. It is essential part of an efficient power system planning and operation. Short-term load forecasting (STLF) is a difficult task because the accuracy of forecasting is influenced by many unpredicted factors such as economic, temperature, etc. whose relationships are commonly complex, implicit and nonlinear. The modified locally weighted group
method of data handling (M-LWGMDH) based on genetic algorithm is proposed in [25] to solve the STLF problem. The GA is used to design the whole architecture of M-LWGMDH network.

6 Conclusion

Hybridization of GMDH-NNs and methods of Artificial Intelligence is a new field of investigation that is actively developed by researchers around the world. As a main result of this paper, it may be pointed out that the most promising ways of research activities in the field of modeling structures hybridization are the followings:

- creating new hybrid structures based on other types of GMDH algorithms and methods of Artificial Intelligence which have not yet been used for hybridization;
- exploring which kinds of hybrids are more successful when solving a specific class of applied problems.
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Abstract. The financial strategy of an insurance company has a significant impact on the success of that company's activity. A well-developed financial strategy is able to decrease financial risks and guarantee the discharge of insurance companies’ liabilities in the long-run. One of the main components of financial strategy is financial flow modeling. Mathematical modeling allows a more accurate determination of the financial support of the tasks envisaged in the corporate strategies of insurers. Insurance companies located in the post-Soviet region have less experience with financial flow management. These companies are more vulnerable because they do business in an economically and socio-logically very undeveloped environment. The aim of this article is to explain the role of financial flow modeling in order to develop financial strategies for insurance companies in the post-Soviet region. The methodology of this research is correlation and regression analysis. The result of the research is a regression equation which is useful to predict input financial flows of an insurance company. The proposed method of calculation will be used to support forecasts of premiums and revenues from other types of insurance.
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1 Introduction

The financial strength of insurance companies depends on efficient financial strategies and management of financial flows. Optimal movement of financial flows is able to create favorable conditions for the development and competitiveness of an insurance company. Imbalances in the movement of financial flows increase the risks for insurance companies and may undermine their ability to discharge liabilities.

Developing a financial strategy is closely linked with financial flow modeling. In accordance with modern economic science, financial strategy development can include mathematical modeling. This is achieved mainly through the formalization of the main features of the activities of the entity, identifying the relationship of its parameters in a mathematical form. Thus it is possible to determine their dynamics.
with mathematical formulas that describe different economic processes, as well as measuring their reaction to external and internal factors. Information technology and the increased use of innovative financial instruments of analysis and forecasting are transforming economic relations. This increases the usefulness of simulation to optimize current and future challenges in the macro and microeconomic levels of management. The importance of mathematical modeling is also gaining in the financial sector, which is currently characterized by constant changes in market conditions, subject to frequent fluctuations in exchange rates, as well as uncertainty in the growth of cash turnover. With the increasing influence of many external and internal factors on the stability of insurers' risk, this complicates making clear predictions of final results of their activity. Insurance companies which are located in the post-Soviet region have less experience in financial flow management. These companies are more vulnerable because they act in an economically and sociologically undeveloped environment. The aim of this article is to explain the role of financial flow modeling for developing financial strategies for insurance companies in the post-Soviet region.

2 Theoretical and Methodological Background

One important path in the development of a reliable financial strategy of any organization is having methods of economic-mathematical modeling of financial flows. They allow a more accurate determination of the needed financial support for the tasks envisaged in the corporate strategies of insurers. It should be noted that the development of economic process modeling has a long history. The concept of constructing mathematical models from different forms of administrative processes appeared in foreign literature in the middle of the nineteenth century. Modern publications are connected to different fields of mathematical modeling. Some of them are connected to optimization tasks of different economic processes (Sethi and Thomson; 2000). The most important for our research are the mathematical models which allow predicting different financial indicators. Statistical methods for forecasting were very well explained by Abraham and Ledolter (1983). The need and possibilities of a new approach for forecasting is shown in the work of Wieland and Wolters (2013). The main characteristics of capital in the twenty-first century are explained in a publication by Piketty (2014). New views on capital also require new approaches to financial flow modeling. This was confirmed by Nedopil (2009) and Cornelius (2003). The role of macro financial modeling was explained by Bernanke, Gertler, and Gilchrist (1999). Insurance companies have their own special features for financial flow modeling as was explained by Kuester and Wieland (2010). In this paper we used correlation and regression analysis to predict input financial flows of insurance companies.
3 Efficiency Estimation Procedure

We consider it appropriate forecasting the financial capacity of insurers by beginning with a study of trends in the dynamics of related income and identification of the impact of the dominant factors on the process. This allows us to develop a more realistic approach to the forecasting of insurance premiums in the future compared to approaches which were developed by Belarusian analysts. For example, the forecasts of Belarusian Ministry of Finance (Ministry of Finance, 2015) and some investment companies (Yupiter, 2015) are more optimistic. They believe that insurance premiums will continue to increase. The growth of insurance premiums will be higher for non-life insurance companies than for life-insurance.

In order to achieve the intended purpose, a methodology of determining the value of insurance premiums in the future was developed. It includes the following stages:

- study of the organizational and assortment structure of a particular insurer and identify its priority types of insurance;
- select the basic kinds of insurance services (one to three) and assess the dynamics of income premiums in the past period, as well as depending on the primary exogenous (external) factors influencing changes in their volume;
- calculate predictable amounts of premiums on the proposed perspective on selected major types of insurance by using correlation and regression analysis;
- determine the projection of revenue premiums of other types of insurance through the calculation of the arithmetic mean values between their average annual growth rate for the previous period;
- study of a complex economic and mathematical model that describes the total amount of the forecast of revenues for the future scheduled amount of insurance payments on all types of insurance.

In our view, for forecasting the whole magnitude of premiums in the medium term it is advisable to use the proposed methodology for generating a moderate financial strategy for the insurance companies for a five-year development period.

Based on an examination of the terms of priority insurance services, exogenous factors affecting the amount of premiums income were identified. Among them are: employed population (x₁), nominal wages accrued (x₂), and the number of legal entities (x₃).

The model is based on the information on insurance premiums received on a quarterly basis by Belarusian insurance companies between 2003-2013. All data has been adjusted for inflation and organized as panel data. Panel analysis was used because a large number of observations increases the number of degrees of freedom. This reduces the dependence between the variables and the degree of errors.

Correlation and regression analysis to identify linkages were used. It confirmed the dependence of insurance contributions on selected factors. Verification of the existence of satisfactory relationship variables was done through a pair-wise evaluation of correlation. As a result, a correlation matrix was received (Table 1). Established ratios of correlation confirm that the dependent variable y₁ is intertwined with all variables x (over 50%). The closest link identified with variable x₂ is 99.9%, because the premiums directly depend on salary size. Wages are the dominant source of income for
Belarussian citizens. Also, 60% of insurance services are compulsory in Belorussia and premiums depend on wage amount. The study found that independent variables x1, x2, x3 do not have a significant impact on each other, i.e. there is no multicollinearity. Thus, all three factors can be used to build an econometric multiple linear regression model.

Table 1. Matrix coefficients of correlation

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Insurance premiums</th>
<th>Employed population, total, thou. people</th>
<th>Nominal average monthly wage, rub.</th>
<th>The number of registered legal entities operating, unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>y1</td>
<td>1</td>
<td>x1</td>
<td>x2</td>
<td>x3</td>
</tr>
<tr>
<td>x1</td>
<td>-0.68079</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>x2</td>
<td>0.999468</td>
<td>-0.65846</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>x3</td>
<td>0.568015</td>
<td>0.18915</td>
<td>0.588188</td>
<td>1</td>
</tr>
</tbody>
</table>

As a result of regression analysis a formula of insurance premiums for this insurance type and selected factors was defined (1):

\[ y_1 = 2929724 - 645.769x_1 + 0.208x_2 + 0.634x_3, \]  

where \( y_1 \) - insurance contributions, million rubles;
\( x_1 \) - the number of employed population in the Republic of Belarus, total, thou. pers.;
\( x_2 \) - nominal average monthly wages, rub;
\( x_3 \) - the number of existing legal persons, u.

2329724 – random variable describing the deviation factor X from the regression line.

The results of the statistical significance evaluation of the parameters of the equation as a whole on heteroscedasticity of critical values and t-F-statistics (t-test and Fisher), and for autocorrelation (Durbin-Watson test) demonstrate that the construction of a stochastic model has a positive quality. Its parameters confirm the plausibility of the impact of selected factors on the change in the volume of premiums income. Therefore, this feature can be applied to calculate their predictions for the future.

Scatter charts for each of the factors were constructed and set the trend line, as well as defined the equation squares and odds (Table 2).

Table 2. Number of employed population in the Republic of Belarus, thous. people
(completed by authors)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>x1</td>
<td>4347</td>
<td>4326</td>
<td>4414</td>
<td>4470</td>
<td>4518</td>
<td>4611</td>
<td>4644</td>
<td>4666</td>
<td>4655</td>
<td>4577</td>
<td>4518</td>
</tr>
</tbody>
</table>
Based on the data in Table 2, the trend line accounted for more appropriate functions: linear, exponential, logarithmic, polynomial, and exponential. For the x 1 factor, coefficients of determination of the relevant function were determined (Table 3). Coefficient of determination R^2 differentiates effective communication layer indicator x 1 and the independent variable t for the analysis of selected polynomial functions in which were the highest coefficient of determination (0.8818).

**Table 3.** Function and coefficients of determination of the dependence of the employed population by time period

<table>
<thead>
<tr>
<th>Type of function</th>
<th>Equation</th>
<th>Coefficient of determination</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exponential</td>
<td>( x_1 = 4353.6e^{0.0063t} )</td>
<td>R^2=0.5953</td>
</tr>
<tr>
<td>Linear</td>
<td>( x_1 = 28.16t + 4353.3 )</td>
<td>R^2=0.5915</td>
</tr>
<tr>
<td>Logarithmic</td>
<td>( x_1 = 137.96 \ln(t) )</td>
<td>R^2=0.7162</td>
</tr>
<tr>
<td>Polynomial</td>
<td>( x_1 = -7.0661t^2 + 112.96t + 4169.5 )</td>
<td>R^2=0.8818</td>
</tr>
<tr>
<td>Power trend</td>
<td>( x_1 = 4304.7t^{0.0308} )</td>
<td>R^2=0.7217</td>
</tr>
</tbody>
</table>

Functional dependency on the adequacy of the model was checked using the criterion of Goldfelda-Kvandt. It showed that the residues are homoscedastic. Homoskedasticity of residues means that for each value of the factor x_j residues have the same dispersion (the confidence level is 95%). This allows us to recognize a resulting regression equation adequately reflecting the relationship of variables, vindicating his use population projections for future periods.

\[ x_1 = -7.0661t^2 + 112.96t + 4169.5. \]  \tag{2}

Other selected factors were identified and verified the adequacy of equations in the same way. For x 2 (nominal, accrued monthly wage), despite the higher coefficient of determination on exponential model (R^2 = 0.975), after checking for heteroscedasticity, the best model proved to be a power function with R2 = 0.959.

\[ x_2 = 445.96t^{3.876}. \]  \tag{3}

Using the criteria of Fisher and Student ratio statistics, it was proven that the third factor x_3 (number of existing legal persons) of the logarithmic function model is best when R2 = 0.9685.

\[ x_3 = 9959.4 \ln(t) + 156505. \]  \tag{4}

On the basis of the calculations, interdependent revenue premiums and the influence of primary factors, as well as selected functions to establish themselves as factors trends was defined. They are used in justifying the value of the forecast of premiums in the developed financial strategy for Belgosstrakh (Table 4). Reducing the number of employees can be explained as a result of the improvement of technologies that reduce the need for workers specialties. Promoting business development will contribute to growth in the number of enterprises, mostly small. This explains the growth of nominal wages. Forecasts reality is achieved mainly due to a planned increase of priority indicators of the national economy development. As already noted, premiums are a priority, but not the only source of financial base of the
development strategy of any insurance company. In recent years the investment activity of insurance companies increased. However, the amount of investment income of Belarussian insurance companies are relatively low compared to developed countries.

Table 4. Forecast revenue of premiums

<table>
<thead>
<tr>
<th>Forecast</th>
<th>2014</th>
<th>2015</th>
<th>2016</th>
<th>2017</th>
<th>2018</th>
<th>Rate of growth for last 5 years? %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employed population, thou. people (x₁)</td>
<td>4 508</td>
<td>4 444</td>
<td>4 370</td>
<td>4 274</td>
<td>4 168</td>
<td>0,92</td>
</tr>
<tr>
<td>Nominal wage, rub. (x₂)</td>
<td>6 790 139</td>
<td>9 259 897</td>
<td>12 340 829</td>
<td>16 124 000</td>
<td>20 706 358</td>
<td>3,05</td>
</tr>
<tr>
<td>The number of legal entities, un. (x₃)</td>
<td>174 350</td>
<td>175 885</td>
<td>177 214</td>
<td>178 388</td>
<td>179 437</td>
<td>1,03</td>
</tr>
<tr>
<td>Insurance premiums, mln rub. (y₁)</td>
<td>1 491 889</td>
<td>2 028 481</td>
<td>2 698 438</td>
<td>3 520 778</td>
<td>4 517 726</td>
<td>3,03</td>
</tr>
</tbody>
</table>

As already noted, the projected volume of insurance premiums in direct insurance and investment income are crucial sources of financial resources for any insurance company. With regard to other income from reinsurance, regression to the perpetrators of insurance claims, property rental, sale of fixed assets, positive exchange rate differences and other input financial flows, they are less likely to affect the overall size of financial support the strategic objectives of insurers. This is largely due to their economic nature, a kind of occurrence of sources, as well as the unpredictability of their occurrence in the activities of insurance companies. The study of the sources of these revenues in the Republic of Belarus insurance sector confirms the value of their oscillation in time and the complexity of identifying persistent factors influence their dynamics. However, these circumstances do not give reason to abandon their account as other income is able to some extent to expand the financial strategy of insurance companies. Therefore, it becomes a more reasonable use of the simplified method of predicting the future. It is based on the determination of the average annual dynamics of related income in the previous period and their relation to the total volume of insurance premiums (5):

\[ K_{pri} = \frac{a_i + b_i + c_i + d_i}{z_i} \]  

where \( K_{pri} \) - the ratio of other income to total insurance premiums in the i-th year;  
\( a_i \) - the amount of reinsurance premiums on risk-taking in the i-th year;  
\( b_i \) - the amount of insurance indemnities received from reinsurers in the i-th year;  
\( c_i \) - the amount of reinsurance commission on ceded reinsurance in the i-th year;  
\( d_i \) - the amount of other revenues to the i-th year;
zi - the overall outlook of the input cash flow from premiums in the i-th year.

Calculation results for the "Belgosstrakh" are represented in Table 5. Belgosstrakh was used as an example because this is a major Belarussian insurance company, holding more than 50% of the insurance market. Also this company offers more than 70 different insurance services, which allows it to diversify its financial flows.

Table 5. Other input financial flows Belgosstrakh for the years 2009-2013, mln

<table>
<thead>
<tr>
<th>Indicators</th>
<th>2009</th>
<th>2010</th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Reinsurance premiums on risk-taking (a_i)</td>
<td>583</td>
<td>1 065</td>
<td>2 841</td>
<td>7 200</td>
<td>4 878</td>
</tr>
<tr>
<td>2. Insurance reimbursement received from reinsurers (b_i)</td>
<td>816</td>
<td>356</td>
<td>468</td>
<td>1 425</td>
<td>3 814</td>
</tr>
<tr>
<td>3. Reinsurance commission on ceded reinsurance (c_i)</td>
<td>1 041</td>
<td>1 024</td>
<td>1 516</td>
<td>5 534</td>
<td>12 423</td>
</tr>
<tr>
<td>4. Other income (d_i)</td>
<td>12 652</td>
<td>12 743</td>
<td>126 721</td>
<td>56 189</td>
<td>99 215</td>
</tr>
<tr>
<td>5. Total other income (Sum of rows 1+2+3+4)</td>
<td>15 092</td>
<td>15 188</td>
<td>131 546</td>
<td>70 348</td>
<td>120 330</td>
</tr>
<tr>
<td>6. Insurance premiums for direct insurance (z_i)</td>
<td>602 874</td>
<td>698 301</td>
<td>1166 542</td>
<td>2142 599</td>
<td>3219 996</td>
</tr>
<tr>
<td>7. Coefficient $K_{pri}$, %</td>
<td>2,50</td>
<td>2,17</td>
<td>11,28</td>
<td>3,28</td>
<td>3,74</td>
</tr>
</tbody>
</table>

As can be seen from Table 5, other input financial flows to the total amount of insurance premiums Belgosstrakh for the last period under review range from 2.17% to 11.28% (2011 increased due to exchange rate differences). Their average share in the total volume of premiums is 4.6% over 5.

By combining the targets of all sources of income financial flows and using the mathematical model that determines the total amount of input financial flows, the Belgosstrakh financial strategy for the 2014-2018 was built. (Table 6).

Table 6. General model of financial support of Belgosstrakh strategy in perspective for the period 2014-2018, mln rubles

<table>
<thead>
<tr>
<th>Projected source of formation of the input of financial flows</th>
<th>2014</th>
<th>2015</th>
<th>2016</th>
<th>2017</th>
<th>2018</th>
<th>The growth rate in 5 years time (Reference)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. The total amount of insurance premiums</td>
<td>4473089</td>
<td>6477844</td>
<td>9352 033</td>
<td>13487923</td>
<td>19472004</td>
<td>4,35</td>
</tr>
<tr>
<td>2. Investment returns</td>
<td>354 357</td>
<td>512 247</td>
<td>740 486</td>
<td>1 070 420</td>
<td>1 547 361</td>
<td>4,37</td>
</tr>
<tr>
<td>3. Other input financial flows</td>
<td>205 762</td>
<td>297 981</td>
<td>430 194</td>
<td>620 444</td>
<td>895 712</td>
<td>4,35</td>
</tr>
<tr>
<td>4. Total input financial flows</td>
<td>5033209</td>
<td>7288071</td>
<td>10522712</td>
<td>15178787</td>
<td>21915077</td>
<td>4,35</td>
</tr>
</tbody>
</table>
The successful solution of the tasks planned depends on the exact definition of the input of financial flows in the first year of the formation of financial strategy. For subsequent years, the projections of revenues are only approximate, and require constant refinement based on the actual achievement of the projected parameters for the previous period, as well as adjustments based on the occurrence of a new situation.

4 Conclusions

The dynamics of relevant income are primarily influenced by an increase of nearly 3.05 times the amount of gross wages and salaries. It is to a lesser extent affected by changes in the number of operating entities and employees. The proposed method of calculation is used to support forecasts of premiums and revenues from other types of insurance. Modern computer technology and software allow greater speed of simulations and accuracy. This can ensure greater continuity and effectiveness for an organization in the long run. A correct solution of the issues involves the simultaneous support of optimal value and costs. For forecasting financial flow inputs in the future, insurance companies are encouraged to use a moderate financial strategy. However, each individual financial strategy of a particular insurer should be based on the identification of the features of its activities. It should consider alternatives for its planned strategic objectives. Also it is necessary to adapt them to a choice of verification methods of the projected input and output dynamics of financial flows.

The main problem of the Belarussian insurance company’s financial strategy development is the weak diversification of input financial flows. Domestic analysts mainly pay attention to the ratio of incoming flows from the financial capacity of compulsory and voluntary insurance, life insurance or other risks. However, with low investment activity, Belarussian insurance companies will be deprived of flexibility. If the identified trends continue, insurance companies quickly reach their limits of growth and face the challenge of long-term scarcity.
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1 Introduction

Ukraine is deeply integrated into the world community. As the global financial crisis deepens, so it affects Ukraine. It challenges all spheres of socio-political and economic life, and the education sector can’t be an exception. The level of educational services is one of the important indicators of country's competitiveness.

Education is a process of learning, teaching. In a broad sense, education is the product of the formation of intelligence, character and physical abilities of the individual. The society is purposefully transmitting accumulated knowledge, values and skills through education by certain institutions: schools, colleges, universities and other institutions. Higher education is the highest level of professional education, following the general secondary and vocational education. It includes a set of systematized knowledge and practical skills that can solve the theoretical and practical problems of the professional profile, using and creatively developing the modern achievements of science, technology and culture.

Global competitiveness ranking "The Global Competitiveness Report 2015–2016" was presented at the International Economic Forum in Davos. Global Competitiveness Index is a global study, which accompanied by country ranking in terms of eco-
nomic competitiveness. This index is calculated according to the methodology of the World Economic Forum "Word Economic Forum". According to this rating by one of the strengths of Ukraine is education and innovations [16].

The place of Ukraine in the field of educational services from 140 countries:

- primary school enrollment – 45th place;
- secondary education enrollment – 33rd place;
- higher education enrollment – 14th place;
- quality mastering math and science – 38th place;
- Internet access in schools – 44th place.

Innovations are the result of educational services. Ukraine takes the following positions in this area:

- the quality of scientific research institutions – 43rd place;
- availability of scientists and engineers – 29th place;
- the number of registered patents (intellectual property rights) – 50th place.

So education is one of the few spheres in which our country takes a worthy place in the world ranking. Therefore, positive transformation in this area is one of the key aspects to overcome the economic crisis and forming a positive presentation of the country and its European integration [6].

The Market for education services is socially important. This market was formed in the country on the post-Soviet territory. Therefore, the process of market relations formation is quite complex and sometimes have spontaneous and uncontrollable character.

Under market conditions, the essence of relationships between the citizen and the state is changed. Education becomes the sphere of educational services. The citizen as the taxpayer is entitled customer and requires improved quality of educational services, taking into account the needs of enrollees and their parents.

The aim of this paper is to build and test a dynamic model of information dissemination on HEIs as a tool to attract students. For achievement of aim it is necessary:

- to consider and to describe the structure of the education market;
- to analyze the impact of various information channels to choose from enrollees in Ukraine;
- to explore the dynamics of the spread of information among university enrollees in social networks.

2 Features of the Education Market

In recent years, the close integration is between Ukraine and the EU. It is naturally reflected in the educational relations. Today 15% of the students leave Ukraine to study abroad. Every year the competition increases in the education area. So now it is needed to use all available tools to promote higher education institutions and their services to attract new students.
Educational service is a specific product, characterized by its features. Educational services are services that develop and improve the consumer. In generally there is not plenty of such services, for instance: medical, cosmetic etc. Besides, educational services are characterized by complex influence on various aspects of a person's behavior.

In the education market, there are producers, consumers and intermediaries. The specificity of the educational market has four types of subjects:

- consumers – graduates, students who directly receive educational services;
- customers – parents who pay for educational services and influence the choice of educational institution;
- customers – employers who are interested in upgrading and further training of personnel, and who pay for staff training;
- customer and consumer – a state that guarantees the quality of education and is interested in the formation of skilled labor.

The main subjects of this market are: the consumer – enrollee or student and producer – school. Each subject has its own specific interests: student – tends to get a certain level of knowledge that will allow them to take a worthy place in the labor market; school – offers such educational services that are competitive in the market. The state should create such legislative conditions in education in general, to ensure the competitive growth of highly skilled professionals, and to improve the quality of human capital.

The education market is also inherent in the competition. But educational services have the peculiarity.

The first, the customer is the main subject of choice. It can be parents of students, but not the students themselves. First of all, this aspect affects the target audience advertising of HEI.

Second, to promote educational services the HEI cannot offer all traditional marketing strategies. This service has specificity. Offered intellectual product to consumers does not guarantee that received education will bring the expected results. But the promotion of educational services in market conditions is necessary, because a successful marketing strategy helps to attract more students, increase competitiveness and give more opportunities to attract the best students.

3 Analysis of the Impact of Social Channels on Decision Making to Choosing a Higher Education Institution

So to attract specific educational services consumer we must find what is influences the enrollee in choosing higher education institution, what sources of information are most authoritative. For this purpose two surveys in social networks was administered. This format was chosen because, the first, social networks offered convenient tools for carrying out such surveys. Second, complete anonymity is ensured. This is the necessary psychological factor that allows giving unbiased answers to questions. Respondents who know what his answer will be anonymously rather answer the question
truthfully, even if he inwardly doesn’t like his answer. Third, students are a very active audience in social media, and they are interested in obtaining objective information on the channels that are most popular.

The marketing strategy of promoting educational services has many channels of communication that influence the decision on the choice of higher education institute. To determine the preferences of enrollees concerning these channels the survey was carried out on social networks. Questions in the questionnaire were set so as to identify from which most enrollees receive information about the university.

The survey was addressed directly to the enrollees. So could find out how to enhance the effectiveness of certain areas in the promotional campaign. But also to understand most effective directional distribution way of advertising among students and their parents is needed to maximize efficiency.

This question was asked in the questionnaire: "How did you know about our university?" The following answers were given:

- from classmates, parents or friends;
- from ad campaign of the University (open day, University presentation at school, printed advertising materials);
- from friends in social networks;
- advertising on social networks;
- official website of the University.

Two surveys were carried out: in the urban social network (Kharkiv) and in the social network at the Web-page group of University department related to IT.

The first survey was carried out to get information for the overall situation of the city in general. The survey was carried out at the end of May, when the future enrollees generally have not yet made up their minds. Outcomes of the responses were grouped as follows (Fig. 1):

- Group 1 – "Parents, Classmates, or Friends" – answering options: from classmates, parents or friends; from friends in social networks;
- Group 2 – "Advertising of Universities" – answering options: ad campaign of University (open day, presentation of the University at school, print advertising materials); advertising on social networks;
- Group 3 – "Universities web sites" – answering options: the website of the university.

About 2 thousand of respondents took part in the survey. Such a number of respondents were made possible by the high popularity of social groups mainly among younger audiences: high school students, college students, graduates and working people who recently graduated from high school. The answers were distributed as follows. More than two-thirds of respondents received information and feedback from friends, classmates and parents. Other answers almost evenly distributed between the other two groups of sources.
It is not an accident that social groups organized the way where friends in a network are in the first position among the list of group members, then – friends of friends (acquaintances), and so on. Considering the significant number of respondents, we must recognize that social channel influences final decision in a greatest way. The vast majority of successful marketing strategies in promoting various products and services have been actively using these channels for a long time. Promotion got popularity as through the traditional social channels and also Internet social networks lately. [15, 19].

The second survey was published in the social network of the University department group which provides education in IT (Fig. 2). As we see in this survey the overwhelming majority of respondents gave preference to the social channel from the inner circle (48%). A feature of this audience is its focus on the IT sector; therefore, a higher percentage was obtained for the advertising through the site university (20%). Also, among this audience, a large number of enrollees were previously motivated to go this university through the professionally-oriented institutions work. Therefore, this channel has obtained more than twice higher percentage of answers than traditional advertising of universities. As we see in this survey the overwhelming majority of respondents gave their preferences to the social channel from the inner circle (48%). A feature of this audience is in its focus on the IT sector; therefore, a higher percentage was obtained for the advertising through the site university (20%). Also, among this audience, a large number of enrollees were previously motivated to go to this university through the professionally-oriented institutions work. Therefore, this
channel has obtained more than twice higher percentage of answers than traditional advertising of universities.

The difference between those two surveys may indicate following. When enrollee chooses the professions related to IT sphere, he relies largely on his own experience, and on his idea of what he wants to achieve in the future.

![Distribution of channels in the survey in the social network of the University Department group](image)

Social channel "Advice of family and friends" is important for the enrollee in both surveys. This channel belongs to the personal channels (direct) communication. Promoting educational institution and its services may be performed through university teachers and students meetings with school graduates and their parents, as well as open door days, summer schools, competitions, work in small academies and more.

4 Simulation of Dissemination of Information on HEI among Students

4.1 Agent-Based Modeling as a Method to Study Consumer Behavior

An important task of promoting educational services is to analyze the impact of dissemination of information on HEIs up to enrollees. Simulation modeling methods are widely used to carry out this analysis. Simulation is a method for Applied Systems Analysis, which is a powerful research tool of complex systems and processes, including those associated with making decisions under uncertainty. In comparison with other methods simulation modeling allows us to review a large number of alter-
natives in order to improve the quality of management decisions and to make more accurate predictions of their effects.

Agent-based modeling is a method of simulation modeling, which examines the behavior of decentralized agents and how such behavior determines the behavior of the system as a whole. When developing agent model, parameters of agents are entered, defined their behavior, put them in a certain environment, established possible links, and then ran the simulation. The parameters of agents may be people, such enrollees. The individual behavior of each agent creates a global behavior of the simulated system. The main feature of the agents is the possibility of taking independent decisions, due to the active role of agents in the model.

In practical terms, agents must have certain characteristics [13]:

- the agent is identified. It is the essence with the set of characteristics and rules that governs its behavior and decision-making capabilities;
- the agent is autonomous. The agent has a border and can be easily identified, that is part the agent, and that is not part of the agent;
- the agent is in an environment where it interacts with other agents. Agents have protocols for communication with other agents, and the ability to respond to the environment;
- the agent must be purposefully based on the logic of their behavior. This allows the agent to compare the results of their behavior towards their goals;
- the agent is autonomous and independent. The agent can independently function in their environment and in their relations with other agents, at least in a limited range of situations;
- the agent is flexible, It has learning ability and adapts its behavior based on experience. It requires some form of memory;
- the agent may have rules that change their own rules of conduct.

On this basis agent can be formally presented as it is in Fig. 3:

![Agent Diagram](https://via.placeholder.com/150)

Fig. 3. Formal presentation agent

In a dynamic, competitive and complex market environment the choice of customers often depends on the individual, congenital activity of consumer, networking, and
external influences. This is best described by using agent-based modeling. Agent-based modeling will help to highlight and simulate processes in social networks and various contacts between people. As a result, objective information distribution forecasts will be obtained.

4.2 Bass Model to Determine the Dynamics of Dissemination of Information on HEI among University Enrollees

Bass model describes the process of dissemination of the product (service) when the product (service) is unknown for buyer at first. Then the product is advertised to start selling. [2–5]. As a result, a certain share of people will buy the product under the influence of advertising. This category of people is called "innovators". Others can buy the product only under the influence of communication with other people who already bought this product. This category is called "imitators". The process of purchasing of a new product under the influence and conviction of people who already bought it something is like an epidemic. The probability of acceptance of the idea of those who have not accepted is a linear function of those who previously accepted idea. [2].

To make the laws a reality it is necessary to have absolute interest in product of the entire tested audience. How quickly innovation is spread depends on how quickly and from which sources audience will get information about it. We should also keep in mind the trust factor in advertising and general psychological characteristics of customers and their groups. Some will be more likely to try new product under the influence of advertising, others will make any decisions only when they saw the experience of friends or colleagues.

The formal description of this model is.

\[ \frac{f(t)}{1 - F(t)} = p + q \cdot A(t) \]  

where \( f(t) \) - the rate of change of set basic fractions, \( F(t) \) is a basic fraction; \( p \), and \( q \) - constant, reflecting the influence through advertising and through society; \( A(t) \) - a cumulative function of the number of followers (adopters).

The parameter \( p \) does not depend on the number of followers \( A(t) \), it is therefore called "coefficient of innovation". The parameter \( q \) is influence factor on the number of followers \( A(t) \). Therefore, we can clearly define its role as a "coefficient of imitation", factor increasing the number of new followers influenced by the old followers.

Later, instead of the constant \( q \) was introduced constant \( m \), which displays the potential market size. In this case, the equation will work much more accurately. Thus, the Bass model has become as follows.

\[ \frac{f(t)}{1 - F(t)} = p + \frac{q}{m} \cdot A(t) \]
While working on his idea Bass oftentimes changed and improved mathematical reflection of its concept. But despite the fact that the formula was repeatedly redesigned by him, and then was greatly expanded by his followers, the main idea remained in its original form. It is only more confirms author’s deep and accurate understanding of marketing processes.

Currently, the most popular is the following formula:

\[
F(t) = \frac{1 - e^{-(\theta + \phi)t}}{1 - \frac{\theta}{\phi} e^{-(\theta + \phi)t}}
\]

(3)

Equation (3) allows getting graphic representation of the function. The function that displays the cumulative number of followers is more informative. It is get the following:

\[
A(t) = m \cdot F(t)
\]

(4)

We take a higher education institution as a service provider and the enrollee as a customer. Dissemination of information is carried out at each of the university admission campaigns and can be attributed to the processes described by Bass.

All of the features of the process are:
- the audience of potential customers (enrollees) interested in using the learning service of higher education. Not interested, it is rather an exception to the rule and not a trend;
- in the final phase, all enrollees who make their choice based on available information;
- the choice of the institution is the defining event for life, so just advertising or open days at universities is not sufficient of information for making decision by enrollees. They are also highly affected by the reviews of friends, advises of elders, and even user discussions on the forums and social networks.

So, we conclude that the Bass classical model is acceptable for analytical description of this process, and can be used for simulation of the behavior of enrollees on choosing HEIs.

4.3 Defining the Parameters of Base Model Based on Statistical Data

Bass model is widely used to predict the spread of new products and technologies. [7, 14] In this paper we propose to use this model for specific products that are educational services. Parameters of external and internal influence significantly affect on the results of the Bass model. In order to use the model we must first define its basic parameters: \( m \), \( p \), and \( q \). Full enough analysis of methods is given in [2–5].

So, to determine the parameters of external (innovation) and internal (imitation) impact of \( p \) and \( q \), there is four most convenient methods: Based on the conventional method of least squares (the ordinary least squares – OLS); based on nonlinear least squares method (the nonlinear least squares – NLS); based on
maximum likelihood (the maximum likelihood estimation – MLE); based on the algebraic method (the algebraic estimation – AE). The ordinary method of least squares is the most simple and effective if there are statistics. The main advantage of OLS-assessment procedure is the ease of implementation. The necessary changes needed to conduct Bass equation are shown below. Bass formula will present in the following form:

\[ P(t) = p + \frac{q}{m} N(t - 1) \]  

(5)

where \( N \) – the cumulative function of followers, \( P \) – a probability of acceptance of ideas in the time interval \((t - 1; t]\).

If the number of not followers at time \((t - 1)\) is \(m - N(t - 1)\), then the expected number of followers in the interval \((t - 1; t]\) can be marked by \(X(t)\) and formula is rewritten as follows:

\[ X(t) = pm + (q - p) N(t - 1) - \frac{q}{m} N^2(t - 1) \]  

(6)

If in function (6) replace some constants related to the equation, we can get the next function:

\[ X(t) = a_1 + a_2 N(t - 1) + a_3 N^2(t - 1) \]  

(7)

The resulting function is well suited for use the least squares method to calculate the coefficient functions. When \(a_1, a_2, a_3\) are obtained parameters, \(P\) and \(Q\) can be easily obtained as follows:

\[ p = \frac{a_1}{m} \]  

(8)

\[ q = -m a_2 \]  

(9)

To determine \(P\) and \(Q\) we will use data from a survey which was held in a popular group of social network. Seasonality, which adversely affects the accuracy of the results, was removed from empirical data. Then time series was created.

<table>
<thead>
<tr>
<th>(t)</th>
<th>(N(t))</th>
<th>(X(t))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>610</td>
<td>610</td>
</tr>
<tr>
<td>1</td>
<td>1352</td>
<td>742</td>
</tr>
<tr>
<td>2</td>
<td>1622</td>
<td>270</td>
</tr>
<tr>
<td>3</td>
<td>1704</td>
<td>82</td>
</tr>
<tr>
<td>4</td>
<td>1774</td>
<td>70</td>
</tr>
</tbody>
</table>

Table 1. The survey results
Calculation of model parameters is performed by mathematical package MathCAD:

\[
\begin{align*}
\text{count} & := 15 \\
G(n, a) & := a_0 + a_1 n + a_2 n^2 \\
\Phi(a) & := \sum_{i=0}^{\text{count}-1} (X_i - G(N_i, a))^2 \\
& \\
a_0 &= \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \quad a_2 = \text{Minimize}(\Phi, a_0) \\
a_1 &= \begin{pmatrix} 211.654 \\ -5.165 \times 10^{-4} \end{pmatrix}, \quad R = X - G(N, a_1) \\
& \\
p &= 0.113 \\
Q &= -m \cdot a_{12}, \\
\epsilon
\end{align*}
\]

The obtained \( p \) and \( Q \) themselves confirm the results of the survey. We see a great influence of internal factors (parameter \( Q \)), and little impact of external factors (parameter \( p \)). This completely coincides with the results. Consequently chosen method gave a fairly accurate result of the model parameters. Now they can be used to customize the model and its further exploitation.
4.4 Simulation of Information Dissemination in the Environment AnyLogic

AnyLogic provides a wide range of modeling tools, and has many specialized modules devoted to specific methods and approaches. Especially for the needs of agent-based modeling AnyLogic there is the appropriate ways to create specialized models, as well, as broad information support. Full documentation is provided [10, 17, 18].

The first step in creating the agent model is to determine the parameters of agents who will take part in the simulation and the environment where they are located. The class name is Enrollee. Agents can inhabit in various types of spaces (environments): two-dimensional continuous, two-dimensional discrete and geospatial (GIS).

GIS space allows placing agents in the geospatial environment by using this card. [12]. Continuous space gives us ability to change the location of the agent and receive information about its current location, move the agent with a given speed from one place to another, perform actions on his arrival at the destination, display an animation (static or moving) of agent, make connections under the template of agent’s locations, etc. Part of the functionality of continuous space does not even require agents to belong to explicitly given for environment. If the environment is not specified, so then, by default, that space will be continuous. But if agents belong to the environment, the type of space must be defined clearly.

Two-dimensional discrete space is a rectangular array of cells, fully or partially occupied by agents. One cell may contain no more than one agent. Support for this type of space in AnyLogic includes the possibility of distribution agents on the cells, their movement to neighboring or any other cell, determination that agents are neighbors (according to the chosen model of neighborhood), determination of free cell etc.

To simulate the interaction of subjects the educational market will use continuous space. The communications networks between agents in this area may be the following types:

- random (Agent.NETWORK/random) – Agents randomly connected with a given average number of connections to the agent;
- based on the distance (Agent.NETWORK/allInRange) – any two agents are connected if the distance between them is less than a specified maximum;
- ring (Agent.NETWORK/ringLattice) – connection of agents forms a ring, where the agent is connected with a given number of closest agents;
- small world (Agent.NETWORK/smallWorld) – can be viewed as a ring where some links were ”re-made” for agents located far from each other;
- scale free (Agent.NETWORK/scaleFree) – some agents are ”hubs” with lots of connections and some of them have only a few connections.

The analysis of the nature of relations in social networks was carried out [1, 11, 12]. It showed that in the case of educational services it is better to use network-based distance. The distance, in this case, is a mechanism for modeling the realest and very complex nature of connections between enrollees themselves and their ”friends” on the network.
The next step is to determine behavior of agents (algorithm of actions). In AnyLogic, this is possible with the help of creating Java code or by creating an algorithm by using visual elements of Statechart panel. This panel allows you to create an algorithm of actions of the agent by using the agent transitions between states.

The agent will have three states:

- **NotInformed** – the enrollee has not received information about HEI;
- **Informed** – the enrollee received information about HEI;
- **Decided** – the enrollee who submitted the original documents to the HEI.

To implement the Bass diffusion model, we must add the appropriate transitions between states. Three variables are added:

- **AdEffectiveness** – coefficient of external impact, \( p = 0.113 \);
- **ContactRate** – the average number of contacts of the agent with the environment (\( \text{ContactRate} = 15 \));
- **AdoptionFactor** – coefficient of internal impact, \( q = 0.966 \).

Now, we create transitions between states, according to Bass diffusion model. The transition to a state of "Informed" will be done in two ways: through external and internal impact.

Transition \( Ad \) simulates the dissemination of information through outside influence, i.e. advertising, media, and so on. Transition is parameter \( p \).

Transition \( Interaction \) simulates disseminating of information through internal impact, i.e. acquaintances, friends, parents, and others. It is realized through the third transition in a state of "Informed", and it is named "IntMsg" (Interaction Message), and it works according to the expression \( \text{ContactRate} \cdot \text{AdoptionFactor} \).

As a result of the simulation model with a population of 700 agents was derived curves that are characteristic of the Bass diffuse model.

![Agents dynamics chart: two state](image)

**Fig. 4.** Agents dynamics chart: two state

Now, we create a transition to the third state of agent by entering additional variable \( \text{DecisionReady} \) and appropriate transition.
When we are performing a model with a population of 700 we can see three phases of behavior of agents, three changes of state: first, the lack of information, next, review of the options of available actions, and after that, making a decision by the agent according to available information (Fig. 6).

The chart shows the time when "Informed" curve is at maximum – this is a period of time with maximum uncertainty in making a decision among entrants when they already obtained all necessary information, but the final decision on choosing a particular institution of higher education is not adopted yet.

The "Decided" curve in the chart can be interpreted as making decision in general and not in favor of particular HEIs. In general advertisement has an impact on enrollees who are going to make a decision ("Informed" curve) or do not have enough information for making the adequate decision ("Not informed" curve).

Parameters of the model are based on a survey that was carried out in social networks. But traditional channels have its own specific of dissemination of information.
So the simulation results show just the dissemination of information in the Internet environment. Social networks and traditional channels have some common. Some time is needed for the dissemination of information. It is much less in social networks. So if you need to quickly convey information to a considerable number of enrollees are to use social networks.

5 Conclusion

Education in Ukraine is one of the competitive trends, as evidenced by leading world ratings. Therefore, promotion of educational services is a priority task in the country. But education is a specific service. In the education market, the leading place is not only for the enrollee but also for the intermediary that affects the choice of the enrollee. This is the parents who may be paying in the future for the educational services and therefore, they have an impact on the enrollee. Also significant influence is made by friends, classmates, acquaintances, and recent graduates who succeed in their careers. Thus, the greatest impact on the enrollee is made by the channels of their inner circle. So, to better promote educational services, Universities should strive to create a positive image of the institution among the inner circle of enrollees.

In the recent time, the channel that makes the most impact on customers, are social networks. They are just very popular among young people. Therefore, HEIs should use these channels to form a positive image of the institution among participants in social networking, use it to provide information of the promotional activities and events. Because a significant impact on the enrollees makes the inner circle, it is necessary to create group of the university in the social networks. Students and graduates of university have to involve in these groups. So, these groups will cover two areas of promotion: friends and acquaintances, advertising HEI.

The paper has presented an approach to define the strategy of promoting HEI among future enrollees based on Bass diffusion model of innovation. This model is widely used to predict the dissemination of new products and technologies. The analysis showed that the model of Bass is appropriate to describe the process of information dissemination on education services and can be used to simulate the behavior of students choosing HEI. Model of Bass is implemented through agent-based simulation modeling in the environment AnyLogic. The results indicate that the period of time for the most effective long-term strategy is a time when the future enrollee selects items for UPE. Starting career guidance is necessary first of all among those graduates who are still undecided in their abilities and interests due to the lack of adequate and complete information about the specialty.
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1 Introduction

A current trend in the accounting information systems is transition from the functional (hierarchical) approach to the process one, the fundamental principle of which is representation of a company accounting system as a system of the interacting BPs. Transition to the process approach is accompanied by reorganization of the BPs and depends on a clear understanding of essence of the “business process” concept and its role in accounting. For the functional and modular approach to the construction and operation of an company information system (IS), some localization of the accounting BPs (or their individual modules for the end-to-end processes) within certain areas of accounting is typical, consequently, the structure of the accounting BPs overlaps the functional accounting system of a company, so the basic principle to define the accounting BPs will be the principle of the functional hierarchical ordering.

Under an accounting business process (BP) we understand a guided workflow (actions), resulting in the information (accounting and reporting data) of certain value to
the users. The construction of an accounting BP network is based on the hierarchical functional structure of a company’s accounting system (accounting of cash, expenses, settlements with the staff, etc.).

Evolution of relations between a company and a bank shows a strong tendency of adaptation to the realities of functioning in the constantly changing environment. Electronic banking as a stage of relations “client-bank” amidst E-economy is primarily treated as modernization of the communication channels and means, and secondly, as a response to the increased customers’ requirements to the banking services quality and range. As Hammer rightly notes, such categories as innovation and speed, service and quality are the key concepts of the new decade[1].

The goal of the paper is analysis of the current state of cash accounting on the Bank accounts for a typical Ukrainian company (Activity Model As-Is) and formulate recommendations regarding the strategy for implementation of a process approach and evolutionary economics to the information system by the example of simulation of the company-specific BP “Accounting of cash on the Bank accounts” (Activity Model To-Be) in terms of the global electronic payment system.

In order to achieve this goal, it is necessary to perform the following tasks:

- build a BP model ”Funds transactions accounting” on the basis of evolutionary postulates of economy that defines the place of BP in the architecture of the accounting system of the enterprise and provides a conceptual understanding of the essence of the process and its surrounding at the top level of the hierarchy, while empirical implementation represents the bottom hierarchy level;
- step by step presentation of business analytics as a general description of the business process, its modules, regulations, providing results in tabular form, identifying and fixing all possible versions of the regulations fulfillment on the basis of the fundamental accounting principles in the form of algorithms;
- achieving balance of evolutionary changes and revolutionary quality transformations of the BP ”Funds transactions accounting” in order to adapt it to the current and the potential challenges of the environment to preserve the viability of the enterprise accounting system in the long run.

Paper has following structure: section 2 is devoted to related works, section 3 demonstrates a description of BP “Accounting of cash on the Bank accounts” (Activity Model As-Is), while section 4 considers the description of BP “Accounting of cash on the Bank accounts” in the global electronic payment system (Activity Model To-Be), section 5 concludes.

The following terms within BP “Accounting of cash on the Bank accounts” shall be applied in the above sense:

- **Workflow** – a flow route (scheme) of the documents accounting funds between the services of the company and the bank.
- **Operational documents** – the primary documents supporting and confirming the actual operations on the funds flow on the Bank accounts. BP “Accounting of cash on the Bank accounts” is accompanied by the following documents: a Payment order and Bank account statement. Each primary document, in light of the evolutionary theory
of paradigm [3], can be considered as a living organism having its own life cycle, which in turn comprises the steps of passing certain services or business units of a company. The main steps (stages) of a primary document’s life cycle include: preparation → accounting treatment → archive.

*Universal staging mechanism* - a mechanism designed to formalize and control the BP stages.

For every stage of the BP “Accounting of cash on the Bank accounts” the following parameters are prescribed:

- the stage owner: can work with a staging object at the respective stage (BUH_DS – accountant of cash operations of Bank accounts, FO – finance department, GL_BUH – head of accounting department);
- access to the actions related to introducing changes to the document (adding, deleting, copying) or amending some of its details;
- access to the settlement mode at the stage;
- setting of the automatic checks defining the document flow route.

*Documentary authority* – an organizational or financial administrative document governing the actual operations with the funds on the Bank accounts (an agreement, supplier’s invoice, sales invoice to ship the goods, etc.).

*Financial peg* – an operation linking a documentary authority and an operational document (for example, invoice → Payment order) or two documentary authorities determining the amount of executing of one document by another (for instance, an agreement → invoice).

*Accounting registers (Journals and Books)* - for the chronological, systematic accumulation, grouping and summarizing of information about the business transactions recorded in the relevant primary documents (for instance, Book of payment orders, Bank statements register, Business operations journal).

*Typical business operation (TBO)* – a uniform instrument of the accounting entries for all subsystems of the accounting system.

## 2 Related Works

The definition of “Accounting” has been attracting the leading scientists around the world for a long time. Accounting is being considered as a management function, system, process, craft, profession, and in light of the current economic institutional theory – as a social and economic institution. However, professor V. Zhuk says “Even if we speak of accounting in terms of its primitive, technical component, it is probably hard to find a more complex system of actions providing a set of operations from assessment of the economic life elements to the end-to-end documentary evidence of the business operations with formation of the corresponding accountable figures” [2].

In addition, the evolutionary transformation in plane of the economic and social
organization related to the globalization processes, scale electronic communication
development, rapid development of the computer equipment and communication
technologies, increasing number of the E-business types, determine the vector of the
accounting deep transformation and accounting data formation in accordance with the
post industrial society needs. Professors Y. Kuzminskyi and S. Svirko emphasize the
urgency of updating the methods and approaches to the research studies and practical
advice in the field of accounting [3].

The idea of the transfer of the cyber process approach to organizations manage-
ment appeared in the late eightieth of the 20th century. Hammer and Champy under-
stands the business process as "a set of actions, which create the valuable outcome for
the client on the basis of one or more types of source data" [4]. Harrington interprets
this term as "logical, coherent, interconnected set of activities that consumes the re-
sources of the supplier, creates the value and gives the result to the consumer" [5].
The definition of BP is closely associated with reengineering, developed by Hammer
and Champy, who interprets it as a rejection of the established procedures, a fresh
look at the work of creating a product or service and understanding the customer’s
value [6].

The process approach as a basic foundation of modern management approaches
should be represented in the balance circuit of the management system, but scientists
in the areas of accounting haven’t awarded it with the unambiguous assessment and
practice implementation. Most scientists believe that "technical" process approach
leads to inhibition of accounting modeling. Shyhun considers the process approach to
be too narrow for accounting model creation, which is based on classifications of ac-
counting objects, and economic activity is subject to modeling (processes, operations)
[7].

However, Osmiatchenko proposed a methodological approach to the design of in-
formation systems of accounting, which, unlike the traditional approach based on
functionally closed organizational schemes, stipulates the rejection of the autonomous
logic in favor of strengthening the adaptation mechanism, focus on advanced struc-
tural engineering methods and business process reengineering [8].

Evolutionary economics has not acquired a significant spread in the academic
community of Ukraine, but there are attempts in accounting to combine accounting
procedures with the facility lifecycle [9-12].

Let us analyze the current state of cash accounting on the Bank accounts for a typical
Ukrainian company (Activity Model As-Is) and formulate recommendations regard-
ing the strategy for implementation of a process approach to the information system
by the example of simulation of the company-specific BP “Accounting of cash on the
Bank accounts” (Activity Model To-Be) in terms of the global electronic payment
system.
3 A Description of BP “Accounting of Cash on the Bank Accounts” (Activity Model As-Is)

Cash at Ukrainian companies is usually accounted in IS of the company and an individual E-bank module without an established relationship or not using the electronic payment system at all.

3.1 Specifying Problems (“Bottleneck”)

The problems of operation of the existing model of BP “Accounting of cash on the Bank accounts”:

- double entry of the data contained in the primary documents, duplication of information, high risk of errors due to possible amendments in different systems;
- absence of operational information on balance and cash flow on the Bank accounts, a possibility of payments to contractors in real time, as well as planning and cash flow management at the company;
- slow response of the staff with regard to the innovations;
- limited resources for the purchase and operation of the appropriate IT platform supporting the workflow management, for instance, ERP- or CRM-systems.

3.2 Objectives and Metrics of Simulation and Automation of BP “Accounting of Cash on the Bank Accounts” (Activity Model To-Be)

The main objectives of BP “Accounting of cash on the Bank accounts” are:

- organization of operational accounting of funds on the Bank accounts in real-time in the “now for now” mode;
- a possibility to obtain timely information on the balance and cash flow on the Bank accounts.

Among the key metrics of BP “Accounting of cash on the Bank accounts” the following can be mentioned:

- no duplicated input of the primary (accounting and operational) data into the system;
- optimization of time to input and treat the primary documents;
- availability of actual data on the balance on the Bank accounts in the “now for now” mode;
- a possibility of planning and analysis of the cash flow on the Bank accounts.
4 Description of BP “Accounting of Cash on the Bank Accounts” in the Global Electronic Payment System (Activity Model To-Be)

4.1 General Description of BP “Accounting of Cash on the Bank Accounts” in Accounting System of a Company

BP “Accounting of cash on the Bank accounts” in the coordinates of a company’s accounting system and from the position of evolutionary economics is a “branch” of the accounting area “Accounting of transactions in cash” along with BP “Cash accounting”, “Loans accounting”, “Deposit accounting” and others. To ensure operation of the electronic payment system it is necessary to add BP “Electronic payment system. Relationship with the E-bank system”, consisting of several modules, to IS of the company (fig. 1).

Fig. 1. Simulation of BP “Accounting of transactions in cash” in a company’s accounting system on the evolutionary economics basis

The order for execution of a certain actions sequence defines the procedure for each BP or module. Description of the account parameters and procedure of actions
for BP define the mechanisms of formation and treatment of correspondence of the accounts in the accounting system, the control algorithms, the procedures for compilation of figures for the cumulative statements.

4.2 General Description of BP “Accounting of Cash on the Bank Accounts” in Accounting System of a Company

4.2.1. Procedure and Model of the “Export of Payment Orders to the E-Bank System” Module

According to the procedure of the “Export of Payment orders to the E-bank system” module, the accountant responsible for this area of accounting shall perform the following actions:

1. Prepare the Payment orders.
   The Payment orders are prepared manually or generated automatically according to the documentary authority. Registration in the Book of payment orders is automatic in the context of each current account with the bank.
2. Export the Payment orders to an external file.
   The duly executed Payment orders are exported to an external fixed-format file.
3. Import of the file to the E-bank system.
   The existing file is sent to the E-bank system.
4. Transfer the signed Payment orders to the bank via the E-bank system.
   The Payment orders are signed electronically by the responsible persons and sent to the bank via the E-bank system.

So, the Payment orders entered are transferred from the IS enterprise to the E-bank system (fig. 2), these operations shall not be displayed in the financial accounting, in other words, no correspondence of the accounts is formed.

4.2.2. Procedure and Model of the “Import of Payment Orders from the E-Bank System” Module

Every day the accountant responsible for this area of accounting shall perform the below specified actions in accordance with the procedure of the “Import of Bank account statements from the E-bank system” module:

1. Unload the Bank account statements out of the E-bank system.
   Using the export procedure, the user unloads a file of the Bank account statements in the given format from the E-bank system through the exchange buffer for the previous day.
2. Download the Bank account statements to the company’s IS.
   Import to IS of the company of the file received using the exchange procedure to the interim Bank statements register.
3. Amendment of data (if compliance is not determined automatically).
4. Set the data arrangement mode.
The Bank account statements imported from the E-bank system to IS of the company are processed determining pegging to the relevant Payment orders and/or Documentary authorities (fig. 3), these data shall not be displayed in the financial accounting, so that no correspondence of the accounts is formed.

Consequently, the operation of BP “Electronic payment system. Relationship with the E-bank system” offers the following advantages:

1. When you download a file to IS of the company from the E-bank system using the exchange procedure, the following actions are performed automatically:

- identification of the organization for its details from the Bank account statements (search in the “Register of organizations” under the Bank codes, account or other details, when the codes match - the organization is identified, the previous statement is filled in from the Register);
- search for the Payment orders matching the Bank account statement in the IS Journal of the company. When the match is found - the previous Bank account statement is marked;
- determination of a typical business operation code for the debit and credit Bank statement (required for possible manual line arrangement in the Bank account statement).
2. The results of treatment of the previous Bank account statements are:

- automatic determination of a typical business operation code for further formation of correspondence of the accounts during arrangement;
- automatic specification of number and date of the documentary authority matching the Bank account statement.

3. The data arrangement mode automatically performs the following actions:

- the Bank account statements from the previous database are transferred to the Bank statements register;
- the “Paid” note is made and date of entry in the Payment orders matching the Bank account statement is specified;
- the financial peg of the Bank account statement to the relevant documentary authority is determined, if the number of the documentary authority is specified during the treatment of the previous Bank account statements.
4.2.3. Procedure and Model of the “Import of Payment Orders from the E-Bank System” Module

The exchange rate published on the website at 14-00 p.m. becomes effective on the following day. The module is configured to daily automatically import the exchange rates if the following requirements are met:

- the user is connected to the internet;
- the time for the daily request for the actual exchange rates is set.

![Fig. 4. Model “Import of exchange rates form the site http://bank-ua.com.” module](image)

If necessary, all parameters can be changed, and the automatic mode can be completely cancelled.

4.2.4. Procedure and Model of the “Import of Exchange Rates from the E-bank System” Module

This module procedure (fig. 5) includes the daily performance by the employee responsible for updating the currency exchange rates of the following actions:

- export of the exchange rates set by the bank on the current date, to an external fixed-format file from the E-bank system;
- import the file obtained through the exchange procedure to the “Register of exchange rates” of the company’s IS.

![Fig. 5. Model of the “Import of exchange rates from the E-bank system” module](image)
4.3 General Description of BP “Accounting of Cash on the Bank Accounts” in Accounting System of a Company

4.3.1. Procedure and Model of the “Import of Exchange Rates from the E-Bank System” Module

For each current account with the bank, there is a separate sub-account set up in the work Chart of accounts. For the multicurrency current accounts, one sub-account is set up relating to each current account.

The recommended sub-account format:
- 311 – current account in the national currency (general Chart of accounts)
- 311XX – bank (ordinal number)
- 311XXYY – currency (for instance, code UAH (980)
- 311XXYYZZ – current account in the Bank (ordinal number)
- 312 – current account in the currency (general Chart of accounts)
- 312XX – Bank (ordinal number)
- 312XXYY – currency (for instance, code USD (840)
- 312XXYYZZ – current account in the Bank (ordinal number)

For instance:
- 3110198022, 26000000000022 “Open Joint-Stock Company the name of the bank” (UAH);
- 3120284023, 26000000000023 “Open Joint-Stock Company the name of the bank” (USD);
- 3120397824, 26000000000024 “Open Joint-Stock Company the name of the bank” (EUR).

4.3.2. Procedure and Model of the “Import of Exchange Rates from the E-Bank System” Module

The owner of BP is an accountant of operations on the Bank accounts that performs the sequence of actions under the Procedure (Table 1).

Table 1. Procedure of BP “Accounting of cash on the Bank accounts”

<table>
<thead>
<tr>
<th>Action</th>
<th>Essence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Preparation of a Payment order. Checking details.</td>
<td>The approved documentary authorities are received by the accountant department to prepare the Payment orders. The accounting department checks the documentary authorities and makes the Payment orders in accordance with the payment period.</td>
</tr>
<tr>
<td>2. Making file for export to the E-bank system</td>
<td>Export to the E-bank system according to BP “Electronic payment system. Relationship with the E-bank system”, module “Export of Payment orders to the E-bank system”.</td>
</tr>
<tr>
<td>Action</td>
<td>Essence</td>
</tr>
<tr>
<td>--------</td>
<td>---------</td>
</tr>
</tbody>
</table>
| 3. Approval of the Payment orders | Variant I: if payments are made via the E-bank system, the Payment order shall be approved by the person responsible (electronic signature, visa, etc.).  
Variant II: if payments are not made via the E-bank system, the Payment order shall be printed out, the printed document shall be signed and delivered to the bank, and after the payments are effected one shall receive a printed Bank account statement. |
| 4. Loading of a Bank account statement from the e-Bank system | The Bank account statement for the previous day is exported from the e-Bank system to an external fixed-format file. This file through the exchange procedure is exported to the company’s IS into the interim Bank statements registry in accordance with the procedure of BP “Electronic payment system. Relation with the E-bank system”, module “Import of Bank statements from the E-bank system”. |
| 5. Treatment of the interim Bank statements register | The Bank account statement is checked line by line (counterparty, documentary authority, business operation code, etc.) |
| 6. Financial treatment of a Bank account statement | Financial peg to the following documents is determined:  
- the expense part of the Bank account statement (if a Payment order in the company’s IS, financial peg to the documentary authority is determined automatically);  
- the revenue part of the Bank account statement to the documentary authority manually. |
| 7. Accounting treatment of a Bank account statement | Automatic arrangement mode (to form the accounting entry). In the electronic document “Payment order” the “Paid” note is made to automatically form the relevant correspondence of the accounts based on the business operation code determined by the peg. A corresponding account to the “Account with the bank” is determined by the documentary authority.  
The mode provides a variant of a group formation of correspondence of the accounts based on the documents chosen. After treatment of the Bank account statement and formation of correspondence of the accounts for a certain date, the balance-based account may be closed for amendment before the date specified, that is, any entering/amendment/deleting of correspondence to the account before the specified date inclusive is not permitted. |

The algorithm of executing the sequence of actions of BP “Accounting of cash on the Bank accounts” is graphically shown in Fig. 6.
Fig. 6. Model of the BP “Accounting of cash on the Bank accounts”
4.3.3. Procedure and Model of the “Import of Exchange Rates from the E-Bank System” Module

The company’s IS makes a provision for keeping the workflow rules according to the approved procedures. A primary document serves as:

- a basis for taking actions;
- a legal confirmation of the transaction;
- a basis for representation in the accounting (entry);
- an accounting information storage medium.

The primary document details storage is divided into the mandatory details (established by the external standards) and optional (introduced by the company at its own discretion). The proposed module of BP “Accounting of cash on the Bank accounts” enters the required details into the mechanism of a primary document preparation, but does not exclude the possibility to revise and add them at the configuration stage (table 2).

<table>
<thead>
<tr>
<th>Detail</th>
<th>Explication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>Automatic formation the numeration. There is a possibility of manually correction.</td>
</tr>
<tr>
<td>Date</td>
<td>Date of Payment order</td>
</tr>
<tr>
<td>Bank date</td>
<td>Date of Bank statement</td>
</tr>
<tr>
<td>Organization</td>
<td></td>
</tr>
<tr>
<td>Agreement</td>
<td></td>
</tr>
<tr>
<td>Accounts</td>
<td>31*</td>
</tr>
<tr>
<td>Bank</td>
<td>According to the account</td>
</tr>
<tr>
<td>Current account</td>
<td>According to the account</td>
</tr>
<tr>
<td>Sum</td>
<td></td>
</tr>
<tr>
<td>Including VAT</td>
<td>There is a possibility of manually correction.</td>
</tr>
<tr>
<td>Receiver</td>
<td></td>
</tr>
<tr>
<td>Bank of receiver</td>
<td></td>
</tr>
<tr>
<td>The current account of the receiver</td>
<td></td>
</tr>
<tr>
<td>Payment purpose</td>
<td></td>
</tr>
<tr>
<td>Comment</td>
<td></td>
</tr>
<tr>
<td>Number</td>
<td>Ordinal, automatic formation.</td>
</tr>
<tr>
<td>Bank date</td>
<td>Date of Bank statement</td>
</tr>
<tr>
<td>Organization</td>
<td></td>
</tr>
<tr>
<td>Agreement</td>
<td></td>
</tr>
<tr>
<td>The type of business operation</td>
<td>To determine a corresponding account</td>
</tr>
<tr>
<td>Accounts</td>
<td>31*</td>
</tr>
<tr>
<td>Bank</td>
<td>According to the account</td>
</tr>
<tr>
<td>Current account</td>
<td>According to the account</td>
</tr>
<tr>
<td>Currency</td>
<td></td>
</tr>
<tr>
<td>Sum in the currency</td>
<td></td>
</tr>
<tr>
<td>Sum in the national currency</td>
<td></td>
</tr>
<tr>
<td>Payment purpose</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Documents of BP. Document details
A primary document details determine the assignment operation – specification of numbers of the accounts that are debited and credited, the directions of search and systematization in the section specified.

Normalization (data tabulation) lets to have the Journals (Registers) as the relational tables with the determined associative links between the elements, the lines (tuples) of which comply with the documents entered, and the details of the documents are put into columns (domains).

Each tuple in the table is usually unique due to a single domain.

For example, in the Book of Payment orders (table 3), the “Document number” domain defines the tuple uniqueness. In the operation, if necessary, you can add domains, thus expanding the data analyticity.

**Table 3. The Book of Payment orders**

<table>
<thead>
<tr>
<th>Domain 1</th>
<th>Domain 2</th>
<th>...</th>
<th>...</th>
<th>Domain n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Document status</td>
<td>Document number</td>
<td>Document date</td>
<td>Type of the document</td>
<td>Account of the organization</td>
</tr>
<tr>
<td>Conducted</td>
<td>01.03.2016</td>
<td>0000001</td>
<td>the Payment order</td>
<td>Current account of the organization</td>
</tr>
<tr>
<td>Paid</td>
<td>01.03.2016</td>
<td>0000002</td>
<td>the Payment order</td>
<td>Current account of the organization</td>
</tr>
</tbody>
</table>

Each tuple of the Bank statements registry (table 4) makes the “Bank account” domain unique, since a Bank account statement is made based on all transactions in one day on one current account.

The financial treatment of a Bank account statement forms the accounting entries in accordance with the settings of a typical business operation by the procedure of the corresponding accounts determination based on the Documentary authorities. The result is entered into the Business operations journal, which actually combines the information in the Bank account statement cross-cast and the related correspondence of the accounts (fig. 5).
Table 4. The Bank statements registry

<table>
<thead>
<tr>
<th>Domain 1</th>
<th>Domain 2</th>
<th>...</th>
<th>Domain n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bank account</td>
<td>Currency</td>
<td>the Beginning Balance</td>
<td>Inpayment</td>
</tr>
<tr>
<td>Current account of the organization</td>
<td>UAH</td>
<td>30 000</td>
<td>5 000</td>
</tr>
<tr>
<td>Current account of the organization</td>
<td>USD</td>
<td>45 000</td>
<td>10 000</td>
</tr>
</tbody>
</table>

Table 5. The Business operations journal

<table>
<thead>
<tr>
<th>The document status</th>
<th>Date</th>
<th>Document number</th>
<th>Type of the document</th>
<th>Counterparty</th>
<th>Sum</th>
<th>Currency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conducted 01.03.2016</td>
<td>0000001</td>
<td>Payment order</td>
<td>Ltd «А»</td>
<td>5 000,00</td>
<td>UAH</td>
<td></td>
</tr>
<tr>
<td>Conducted 01.03.2016</td>
<td>0000002</td>
<td>Payment order</td>
<td>Ltd «B»</td>
<td>10 000,00</td>
<td>UAH</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Debit</th>
<th>Credit</th>
<th>Sum</th>
<th>Substance of Business Operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>«Settlements with suppliers»</td>
<td>«Bank account»</td>
<td>5 000,00</td>
<td>The debt to suppliers has been put out</td>
</tr>
<tr>
<td>«Bank account»</td>
<td>«Settlements with buyers»</td>
<td>10 000,00</td>
<td>The buyer paid has been received the current account</td>
</tr>
</tbody>
</table>

5 Conclusions

Recently, one of the most popular areas of the scientific research is the process approach to the organization and operation of the domestic enterprises, and the advanced foreign and domestic experience of its practical implementation instead of the common functional approach is analyzed. At the same time, we should not forget that apart from the functional approach, the systemic one, which considers a set of the interrelated elements aimed at achieving objectives in the rapidly changing environment, and the situational approach, the essence of which is that the suitability and effectiveness of the system is determined by the situation, as well as the economic theory concepts, which have been forming and developing according to the market conditions, are of a significant influence on the contemporary process approach. Thus, transition to the process approach does not mean a complete give up on other approaches because the process approach is compatible with a variety of approaches,
concepts and theories, so, the question is the change of an imperative, however, the transition shall be based on the reengineering principles and the high-tech software application.

The author worked out the BP model "Funds accounting in the account of the Bank" in the company in the global electronic payment system that summarizes the IC typology involving users with the appropriate level of expertise and competence in IC. The implementation of the BP model reveals the mechanism of documentation and reflection of economic operations according to the principle of double-entry using step by step developed algorithms and providing the results in tabular form. It is proposed to take the results of this research as a basis for simulation of an accounting BPs network for construction of a company’s accounting system.
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1 Introduction

Global changes in education aimed at ensuring tasks to account the transition from the post-industrial to a digital era as well as to the knowledge society when a human individual cognitive and creative ability become crucial for the mankind development [11]. Education needs to be more and more individual-oriented, securing individual psychophysiological abilities and development including network (as a main learning/nurturing environment) security and safety [14, 17].

Going beyond learning time and space constraints has been a crucial motivation. Social, businesses, education/learning actions now take place globally and in many time zones. Human knowledge and intelligence is now being systematically transferred to computers, allowing them (e.g. in the form of robots or automated systems) to operate autonomously even far away from the original time or space of its human
originators. Moreover, that notation of space has expanded: new spaces have opened up like the cyber space of Internet, cloud education etc.

Giftedness is associated with creativity, cognitive abilities, intelligence and other psychological qualities. To date, challenges to education are associated with modern possibilities, innovative technologies and higher attention to a student ability to obtain knowledge and skills up to date. Using the concept of context-based cognition it is assumed that learner's individual construction of knowledge should take place within a certain context, which is similar to the context in which this knowledge should be applied in the future [3].

At the same time it is known that human cognitive opportunities can vary from day-to-day depending on his/her functional state and fitness-for-work [4, 5]. As a result, such changes can impact a human ability to adapt in a particular learning environment, to perceive and to conceive new information, to use it, to get knowledge and skills and to prevent its inefficiency. Besides, it is known a negative impact of a human’s work with computer over a long period on his/her health and mental efficiency nowadays. It is especially important for children and young people whose organism is more sensitive and unstable comparing to adult one. Health disturbances have impact on a child mental efficiency in learning process as a consequence of this. Some of them have fluctuation nature in their development. As a result, efficiency of learning and talent nurturing depend not only on innate child properties, but on information contour of functional system of learning as a specific type of activity.

Difficulties to assess and to predict students’ abilities and achievements are result of lack of recognized definition of giftedness and measurement tools [10], accounting actual learning environment [13] and dynamic nature of giftedness and talent development [12].

It was stated that the most fruitful approach to understand mechanisms of activity is a theory of functional systems proposed by P.Anokhin [1] and his disciples (K.Sudakov, A.Navakatikyan) who proposed the concept of the activity functional system that connects in one model physiological systems state, conditions of the work environment and the goal of activity. According to that a human activity is accompanied by creation and maintenance of functional systems that are activated dominant brain structures and correspond activity of one or another organism systems and are quite enough stable for particular type of the human work. But this is not enough to understand to what degree it can explain reasons of insufficient accuracy of a human performance prediction.

The purpose of the article is to describe psycho-physiological basis (concept and model) of a human learning process, as well as human view on network-born threats for a human (users of all ages) health and performance.

2 Method

The method used is based on the model proposed by the author. This model is a development of the basic idea of P.Anokhin regards formation and functioning of the “functional system of activity” [1].

Any human activity of mental type could be analyzed as an operator work, because professional operator (pilot, power unit dispatcher, driver etc.), manager and learner
have to do with the objects indirectly through the information model of process activities. Work (activity) of such a type has specifics consisted, first of all, in a workload, because of not so power-consuming processes, as informational ones that are, by their nature, not so discrete, but continuous [5]. The reason is that the conceptual model of activity (as result of a human psychological adaptation to the work) is expanded in the time independently on external process and an operator activity consists in discrete comparison of the information obtained from outside with the model existing constantly. I.e., conceptual model can be considered as an information stratum of professional work, and physiological chain „afferent inputs – activity acceptor – physiological control – effectors - act” is an energetic stratum. The goal of professional training is forming of the conceptual model of activity of particular type, carrying out of the particular task. It means creation of „information contour” that exists and is maintained in activated state in carrying out process for purposeful activity and embraces afferent inputs, decision making block, activity acceptor and act program, as well as the object of activity (is represented as information model in case of operator-watcher that creates the information contour together with the imagine-conceptual model).

Energetic and information stratums can be represented as two contours which partly coincide at the level of morphological structures and functions, but partly differ because of including into the information contour an activity object that does not participated in the energetic contour of the organism regulation, but is an inalienable part of the information contour. Human activity is a mediator between internal and external environment of organism, projection of structural-function specific of professional homeostasis on the operator work. Output parameters of the activity program (activity effectors) stand in the information contour as parameters of capability. In such a context, operator’s activity is an activity program realized as physical and/or mental acts in external environment.

2.1 Research Question / Hypothesis

The specific of learning work consists in the informative processes which are more involved than energetic ones, and conceptual model of learning work is a result of psychophysiological adaptation to this activity. This is relatively close to an operator activity and, from substantial viewpoint, consists in discreet comparison of information received from the educating system with the conceptual learning model used, in carrying out a particular task. In other words, in forming and using an „information contour” that exists in active state in the process of purposeful activity (Fig.1). This contour includes afferent inputs, decision making block, act acceptor and act program, as well as the object of acting (information model for operator). This hypothesized model of psychophysiological maintenance of mental activity was developed as an advancement of P.Anokhin’s theory of functional systems.

Stability level of circulation in the information loop can be provided by its dynamically fluctuation according to changes in levels of activation of certain physiological systems subject to constant resultant of power. In formalized form, this means that if the index of indicator level of information circulation $i$ (eg, speed) in the information loop is constant (ie, periodic with frequency $\omega_i \rightarrow 0$), mental capacity $R$ is
Fig. 1. Theoretical scheme of the functional system of learning activity, where regulation (Anokhin, 1973, [1]) was divided into two contours – information and energetic ones at one level, and integrated parameters of physiological systems \( \phi_j \) change of characteristic for their frequency \( \omega_j \), then

\[
F = Af(\omega) = \sum B_j \phi_j \approx \text{const},
\]

where \( A, B_j \) - average values of estimated parameters in the range of observation.

Description is given from viewpoint of both theory of functional systems and new “vortical model” of ability development as a dynamic transformation [7]. The latter means that natural inclinations transformation into child ability can involve physiological, psychological and external sources as “developing environment” that create particular abilities as a specific combination of abilities existing only in interaction with actual environment. And this interaction has dynamic nature depending on power and rate of three sources circulation that involve information, knowledge and skills as a catalyst saturating the giftedness structure created.

Afferent inputs correspond to well-known sensory systems and could be divided into:

- visual,
- auditory,
- tactile,
- gustatory,
- scents,
- temperature,
• vestibular,
• kinesthetic.

In such a context analyzers’ characteristics are as follows: energetic, informational, spatial and temporal.

### 2.2 Changes of Cognitive Abilities in Day-to-Day Intervals

It was confirmed that human ability to cognitive performance is not stable over time span that impacts on human mental performance efficiency [6]. This corresponds to idea of the central role of cognitive processes in prediction of training and operation. Oscillations of psychophysiological indices of a human state and capacity have exogenous and endogenous nature.

The model can help to answer the following questions: what to measure, assess and predict? Main issues to be accounting in this context are as follows:

- Measurement should be a tool, not a goal.
- Parameters of the information contour should be measured for each stage of a student work:
  - Professional adaptation-dis-adaptation.
  - Day-to-day fitness-for-learning.
  - Current learning performance degradation.

This method and its application regards day-to-day fitness-for-learning are discussed by result of study of 20 intellectually gifted school boys’ cognitive abilities on a month day-to-day basis. Subjects participated in two types of observation: (1) preliminary assessment of specific abilities for particular areas of mental activity (math, science, technical etc.), (2) day-to-day monitoring of performance the series of cognitive tasks [7].

The effectiveness of research psycho-physiological techniques considerably rises in case of usage not of a set of tests, but of a psycho-diagnostic system. To solve this task the computer system of psycho-physiological researches of a human psychomotor and cognitive activity in conditions of research laboratories and rehabilitation centers was developed. Experiments included psychological tests performance by subjects at the computer display and simultaneous measurement of physiological parameters. They were used tests as follows: short memory, perceptual (searching of missed numeral), cognitive (logic-combinatorial) [2]. In all tests we registered time of each task performance in milliseconds, correct (expected) and really entered answers. Besides, we used a subjective state assessment of the examinees by means of the reduced variant of the test “General_state - Activity – Mood” (GsAM) at the beginning and at the ending of the test session. (the indices of mood mood, serviceability FfD, attention atten, anxiety anxiety) prior to the beginning (index "0") estimated and upon finishing the tests performance.

As indices of physiological “cost” of activity and the human state we registered a heart rate HR and blood pressure (systolic BPs, diastolic BPd) by means of the car-
diomonitor "Solveig". The indices HR, BPs and BPd we registered during 5 min prior to the tests beginning (index "0") and 5 min after finishing (relaxation).

The specific of the research technique consisted in to check the variability in time of psychophysiological indices registered when subjects performed cognitive and perceptual tests, under impact of infradian rhythms of a various origin. Each examinee took part in experiments with constant workload in the same phase of day to eliminate the circadian effect.

The data on influence of solar activity on a human health and some physiological systems are known, however results of study of cognitive activity associating with heliophysic parameters are not known in the scientific literature to date. In our preliminary pilot researches the precise connection between effectiveness of operator activity and parameters of a solar wind (SW) was revealed. With the purpose to study this phenomenon we registered indices of proton component of a solar wind - velocity \(SW_{sp}\) (km/s) and density \(SW_{den}\) (proton/sm\(^3\)) on the data from Internet site NASA [15], as well as parameters of the geomagnetic field (GMF) - planetary index \(K_s\) and index of "equivalent amplitude" A.

Average values of physiological parameters testers for testing days indicate the individual character of their dynamics as in the initial state (immediately after school) and after the test activity. Comparison of changes in the nature of physiological parameters as a reaction to stress (cognitive tests are simple and conform to the logical skills of Grade 1 pupils of secondary school), indicates that even these activities can serve as a functional test of the occurrence of fatigue, which was found in previous studies (Fig.2).

It is significant increase in heart rate in the first of the testers, while, as in other myocardial activity is, on average, unchanged. This subjective assessment of mood under the influence of the test after the end is more stable comparing to the original state (just after the last lesson). Thus, different tendencies of objective performance changes, self-assessment and physiological changes in time, under learning and external factors impact need to be accounting as the comprehensive approach in education process to increase its efficiency and to reduce negative its negative impact on students’ health.

2.3 Possible Applications of the Model to Control Students Cognitive Performance

Practical realization of these ideas is applied for the cybernetic mechanism of a human performance control. There is the set of psychophysiological parameters of human \(P\), which are related to forming and realization of his capacity. The set of his professionally important qualities, parameters of professional senescence and current capacity is a number of the parameters of operator professional activity \(D\). The task of synthesis of the system for psychophysiological prediction of operator capacity is the task of optimum reflection \(P\) on \(D\), that provides maximal quality of functioning \(SLTS\) subject to the system cost \(C\), which does not exceed a possible level Clim: 

\[
[p \in P] m \{D^* \in D\}, \text{ where } m \text{ – operation of optimum reflection of elements } P \text{ on the set of elements } D; \ D^* \text{ - optimum set of parameters of professional activity}
\]
Fig. 1. Daily dynamic run-time tests of two subjects. On the axis: abscissas - days of test performance, ordinate - the average task time performance in tests T6 and T5, ms.

\[ D_0 = \arg \max_{D_0 \in D} Q(D) \text{ under } C \leq C_{\text{lim}}. \]

Notion “control” is used as a process of adduction of the set object in the state, that answers the task put. Such determination allows considering the capacity of operator as an object of control by organizational-psychological methods, and the system of assessment and prediction considering as a system of the operator capacity control. In the general case of ergonomics approach to the analysis of efficiency of the system Human-Technique-Environment (SHTE) the estimation and purpose of prognosis of functional state and operator capacity \( U \) in SHTE is to provide maximal quality of functioning of the system \( Q \), which relies on the realized of operator capacity \( R \), organization of the system \( O \), the state of equipment \( E \), inter-element interface \( I \), dynamics of SHTE changes in time \( t \). Such task is described as:

\[ \hat{U}(t) = \arg \max_{R,O,E,I} Q(t) = \arg \max_{R,O,E,I} f [ R(t), O(t), E(t), I(t), t ], \]

where \( \hat{R}(t) \in R(t), \hat{O}(t) \in O(t), \hat{E}(t) \in E(t), \hat{I}(t) \in I(t) \).
If estimation of capacity works for real $\hat{U} \rightarrow U$, quality of functioning SHTE can achieve the maximal value $Q > Q_{\text{max}}$ thanks to the use of maximal operator capacity.

It was developed the system to optimize students’ work with computers in regards to choose optimal form of learning for a particular moment with advanced proposals for a student that gave flexibility of work in particular day accordingly to his/her functional state (to take lectures, to work in interactive mode with computer or teacher, to make applied tasks, to work in library, to work in Internet etc. or to delay an active form of teaching for another time). This could give a tool to intensify the education time by way to re-allocate efforts and to optimize a time use.

The physiological mechanisms of the adaptation of a student’s activity functional system to the education environment may vary depending on the conditions, location and time of his/her activity. Hence, proposed approach may contribute to improve human working conditions if it takes into account not only macroergonomic requirements (spatial aspect of human interaction with the environment), but also ergodynamic ones (temporal aspect). Direct or indirect measurement of possible psycho-physiological changes when learning makes it possible to review a functional state of the student, which helps to predict his/her individual fitness and reliability for effective learning process.

Task performance measures before current learning activity should be focused on rate and accuracy of information processing. The student's test performance, which precedes a work with the computer system, consists in decision of the same type of cognitive and perceptual tasks. The time and accuracy of each task performance are registered. Task performance times produces during research a time series, which consist in sequence of values of tasks decision time. The further analysis of time series permits to reveal the "waves" that are induced by the regularity of fluctuation of task performance time.

Computer method allows varying flexibly the tempo, volume and complexity of test tasks for different levels of cognitive and perceptual complexity with and without interferences. The research method foresees to investigate and take into account the biorhythms influence on the human behaviour and fitness for duty with periods up to 1 month.

According to schedule a student came to the computerized workplace and performed a cognitive test with the computer sub-system and got as a result a time of his/her effective work with computer for current day. That recommended time could be coordinated with the student’s supervisor and a real time could be changed.

Electronic education gives new opportunities such as:

- flexibility of education programs – a student can choose courses, teachers, time of active work, etc.;
- individualization of education process – re-allocate time and education resources in dependence on a student’s individual psycho-physiological possibilities to make this process more intensive and to give equal opportunities for both common people and people with disabilities.

This advanced proposals can help a student to make a decision what type of work in particular day is preferable accordingly to his/her functional state:
to take lectures,
• to work in interactive mode with computer,
• to work in interactive mode with a teacher,
• to make applied tasks,
• to work in library,
• to work in Internet,
• to perform individual tasks etc.
• to delay an active form of teaching for another time.

Although further work is required to gain a more complete understanding of such a tool’s use, it is clear that this could give a student an opportunity to intensify a time by way to re-allocate his/her effort and to optimize a time use. The main idea of such approach is “Don’t waste a time!”. Another aspect of the same problem is an adaptive automation of human-computer interaction in accordance with a student functional state.

The current study provides further evidence that traditionally education managers do not analyze such opportunity to make the education process more effective, because a student must study as it is done. This way is aimed to a “group norm”, but not to an individual, especially gifted and talented.

3 Networking Threats

As it was stated [14], not so far ago a human place and role in networks could be described as a terminal element (node) linked to other elements with its specific interface (having human and technical parameters). Currently, when a human life and activity has more virtual nature, information environment (network) becomes independent factor, because process of a human presence as well as results of his/her activity loses their localization in space and in time, as well as could be affected at anytime and anywhere. Even more, those results could «live» inside the network «infinitely», because technical resources holding them are distributed, flexible and supported continuously.

Recommendations for improving a human psychophysiological security have been developed and described [5]. The further development of ergonomics criteria could be developed accounting the new human activity nature and a multiaspect ergonomic analysis [16, 18].

Active usage of networks, especially by children and youth, is accompanying by increase of different kind of threats coming from networks. Particularly acute this problem obtained with development and use of social networks. Most active hidden threats (for children) emanating from the computer network, stacked in the following classification scheme [8]:

• Viruses attacks.
• Cyber-crime (spamming, carding, phishing, botnets etc.).
• Threats from network-surfing (cyber-bulling, “adult” content, illegal content, online violence, disclosure of private information, pay services etc.).
It is recommended considering the interaction between schoolchildren and students with computer network as the system "Human-technique-environment" [8]. In this system, computer network serves as a machine that allows us to consider the impact of the network on a human as a threat coming from the machine. Accordingly, the concept of "network effect" can be revealed through the concept of "operator error and reducing the quality of operator activity", 'impact of computer games" and "Internet addiction".

Threats coming from networks can be classified into the following types: active and passive, overt and hidden, current and deferred.

Using ergonomic approach and methodology, it is possible to evaluate active hidden dangers as a hierarchical set of indicators:

- one integrated (complex) index - the level of danger as a result of a computer network; index is a dimensionless quantity and is on the upper level assessment system;
- group of three indicators - levels of hazards caused by virus attacks, cyber-crime or internet surfing; indicators are dimensionless quantities and are at average levels of the system assessments;
- a set of individual indicators of the group of one or set of threats; indicators are also dimensionless quantities and are on the lower level grading system.

From educational domain context, target groups of CS could be classified as follows:

- Students as operators
- Educators
- Children/Youth (in general)
- Population (in general, as social environment for children).

The human view regards CS could be a fruitful approach to define tasks, resources and ways of solution the above mentioned challenges [8].

*Human View – constraint.*

If a system requires a human interface, then the system must be designed to accommodate the human as a passive and as an active element, creating sub-system for safety both for and from a human.

*Human View – functions.*

Provide a justification for the allocation of tasks and functions between the humans and machines depending on a human current status and capability.

*Human View – role.*

Describe the roles that have been defined for the human interacting with the system and their possible changes over mission time (e.g., from simple executor to leader and/or commander) accounting his competencies, ability for tasks generation, leadership etc.

*Human View - human network.*

Team performance impacts, re-allocation, dependencies and communication.

These views should be a basis ergonomically grounded for design and creation new and safety educational tools.
4 Conclusions and Outlook

Digital life and activity gives new opportunities for people and new problems in different domains including education.

Broader understanding of the promise and pitfalls of learning technologies and working (learning/teaching) environments in global education/development settings could be useful with special regard to the human as a subject in the system and to the collaboration of humans and technical, didactic and organizational subsystems.

Global changes in education aimed at ensuring the transition from the post-industrial to a digital era as well as to knowledge society when human individual cognitive and creative abilities become crucial for the further development of mankind.

Psycho-physiological model of learning and cognitive abilities development could be a basis for more effective design of learning organization and process.

They are proposed to discussion: identification of areas in which coordinated research efforts are required to expand an understanding of these network technologies, their effectiveness, the potential risks, and the potential benefits of new ways to educate, learn and collaborate.
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1 Introduction

Due to the rapid development and implementation of the Internet in everyday life and the simultaneous designing of distance learning systems (DLS), there is the opportunity to approximate the traditional learning to distance one. Today, through the designing of Internet-services, which were developed and used a few years ago, there are new capabilities for teachers to organize the distance and mixed (blended) learning to improve the quality of the educational process. Problems of design, implementation and use of cloud technologies in higher education belong to perspective areas of informatization of the education system as a whole [1].

The rapid development of technologies, the necessity to develop models, methods of most appropriate use and implementation of cloud tools and services in educational process are the factors that encourage the further development of this problem [2].

The term «Cloud computing» was first used in 1993 by Eric Schmidt to describe services that support distantly different data and applications hosted on distant servers.

«Cloud computing» is the technology of data processing, in which computer resources and capacities are available to the user as an Internet service. According to the official NIST (National Institute of Standards and Technology) definition, "cloud computing is a model for enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction"[3].

Let’s consider the basic directions of development of cloud technologies which are used in education. According to the technology and functionality the services are classified in [4]:

1. SaaS – Software as a Service. This type of cloud services allows using the Internet software the in education. In learning English, it provides access to email, various training sites, blogs, video and audio materials in the Internet. For example, the service Google Apps for Education provides Internet technologies and tools to create information-educational environment of the institution, Microsoft Live@edu is used to equip students with the necessary tools of online interaction without additional costs for software, hardware and support [5].

2. PaaS – Platform as a Service. As the services it is provided by a set of software services and libraries that you can use to develop the own electronic educational resources (EER). It is provided an integrated platform for development, testing and support of web applications that are based on cloud computing. In education, the service is used to develop integrated applications that are used "in the cloud" for managing of educational projects, implementation of joint researches, such as designing the virtual laboratories of share access. Learning Management System (LMS) can be represented in the "cloud" through this type of service.

3. HaaS (Hardware as a Service) – it is provided by the hardware capabilities, such as a certain amount of memory, processor time, bandwidth and so on.

4. IaaS (Infrastructure as a Service) it may be seen as HaaS technology development that provides the certain systems underlying in the construction of other systems, such as virtualization tools, load distribution etc. IaaS may include hardware (servers, storage, client systems and equipment); operating systems and system soft-
ware (virtualization, resource management); communication software between systems (e.g. integration into network, management equipment). The use of the technology in education provides an opportunity to get rid of the need to support complex data infrastructures, client and network infrastructures.

5. CaaS (Communication as a Service) – new service, which is the development of SaaS technology. As a service it is provided by communication services, for example, IP-telephony, mail and chat. For example, as a service to the institution it is used e-mail.

6. DaaS (Desktop as a Service) – users receive the virtualized workplace completely ready for work. This service is the development of SaaS technology, which is widespread in recent years.

Cloud technologies are used in education because its enable significantly reduce the costs, solve the problem of equal access to the information technologies because the powerful resources can be obtained via the Internet. In addition, it is provided the opportunity to meet individual needs of the student and academic trajectory by modeling his activity and selection of appropriate resources based on processing of large amounts of data and mobility training [6].

There are some disadvantages of cloud technologies, which are mainly technical and technological nature. These disadvantages are limiting of functional properties of software compared with local analogues, the lack of native providers of cloud services (Amazon, Google, Saleforce etc. are concentrated in the USA), the lack of national and international standards, and the lack of legal framework applying cloud technologies in education.

Currently there are four models of cloud deployments:

- Private cloud – it is used to provide services within the organization that is both customer and service provider. It is the variant of cloud concept embodiment when the organization creates it’s for itself in limited use;
- Public cloud –it is used to deploy of the infrastructure and software to provide access outside of boundaries of institution’s infrastructure;
- Hybrid cloud –it is two or more different types of clouds;

We study public and community cloud systems.

The main aim in foreign language learning in high school is to develop communicative competence, i.e. the ability to get enough complete information at reading foreign texts, the ability to understand speaker and express own opinion, point of view orally and in writing.

Thus, the feature of the subject "Foreign Language" is not knowledge about the subject, that is knowledge about the language (linguistic competence), but the development of certain skills and abilities of different types of language activities based on knowledge of the way of activity (communicative competence) [7].

Cloud technologies make possible to integrate various active learning methods in the information environment. Let’s consider the most popular and affordable for users Internet services:
Google Docs is an online office to create various documents for share access;
OneDrive - service of Microsoft, it is similar service of Google Drive;
Scribd - Internet service of cloud document storage, which allows publishing
documents prepared in the most popular formats: Microsoft Office, Open Office,
Adobe Acrobat, etc.;
Slideshare - online storage of presentations;
Google Scholar - search engine of educational and scientific publications;
YouTube - a service that lets download and watch videos in the browser;
Skype - a service that provides audio and video communication;
Wikipedia - online encyclopedia, based on wiki technology;
Blogger - Internet-service in the form of online journal (or blog);
Facebook, VKontakte - a social network that provides the ability to create study
groups, communities, etc. [8].

2 Distance Learning System in Language Learning

Information and communication technologies, including distance learning technologies
rapidly integrated into the traditional educational process of higher education. The
actual problem is the use of distance learning in foreign language training, in-
cluding the formation of foreign language communicative competence.

The problem of distance learning (DL) in learning languages is studied by number
of scientists: V.Yu. Bykov, V.M. Kukharenko [9], A.A. Andreeev, V.I. Gritsenko,
A.V. Hutorskoy and others. According to K.Yu Kozhukhov, distance learning tech-
nologies can realize methodically organized and purposeful leadership of training and
cognitive activity of students and it is based on using a wide range of information and
communication technologies [10, p.11].

Let’s consider the definition «distance learning». There are a set of definitions of
«distance learning» We consider only the most accurate definition in our opinion.
Distance Learning (DL) – the interaction between teachers and students at a distance
that covers all components inherent of the educational process (purpose, content,
methods, organizational forms, and teaching aids) specific means of Internet tech-
nologies [11, p.15].

DL is complex educational technology, combining the achievements of pedagogy
and psychology of didactic opportunities of information and telecommunication tech-
nologies that use the computer as a carrier of information and means of communication.
DL meets all modern features of society and its purpose is forming the creative
person [12, p.20].

However, distance education, e-learning are generally used in combination with
other types of teaching, such as face-to-face teaching in a class or mail correspond-
ence. In 2014, more than 6 million students took at least one online course in the
world, 60% of four-year private colleges and universities offer online classes as well
[13].

There are a set of the advantages and disadvantages of e-learning, especially in
language learning. Let’s consider them.
Actually, there are a lot of advantages of distance learning. First of all, students can study at their individual pace. They can spend time over something that puzzles or intrigues them before they proceed. That’s something they cannot do if the teacher controls the pace of students’ learning or the pace of a class group.

Students can arrange their week to suit their work and family commitments. That means they can schedule the studies at times that would be awkward or unsuitable for teachers or their fellows students. Contrariwise they can always delay their studies by a week, month or even more.

It should be mentioned that the positive sides of the commercialized popularity of foreign language distance learning in Japan are, as Toshiya Kawame suggests, that the process of producing teaching materials has been shared not only by teachers concerned, but also openly by non-specialists, and that students are expected to develop their own individual styles of learning, since distance learning expects users to activate and make best use of it [14].

Also students explore the freedom that distance makes possible, they begin to realize that they control the content and emphasis of what they study, to a lesser if not a greater extent. This one is probably the most important advantage because only students decide what they would or would not do.

Let’s consider disadvantages of distance learning. In fact, learning at a distance can be very isolated experience. One consequence of that isolation is the absence of social links, whose importance in language learning is surely under-estimated in communicational situations.

When learners are at a distance, teachers cannot do things that they took for granted in the face-to-face situation. For example, it is impossible at a distance for the teacher to keep a casual eye on the learners’ performance and progress. Distance is furthermore a severe constraint on the development of a relationship, perceived or otherwise, between the teacher and the learner. And a distance is a disincentive to corporate activity, and the learning together which often happens naturally and informally in a class.

Because learning happens at a distance, it follows that sharing, borrowing, returning, issuing and other such functions involving books, paperwork and assignments, take time. The interruptions to learning which that delay introduces can be frustrating and de-motivating [15].

So, the successful language-teaching is built on a strategy that aims at creating an interest in a language and culture and then uses technology as a means of allowing pupils to communicate with others, use interactive resources and exercises and be creative in the target language. Just like anywhere else, distance learning has created new methods of language teaching; it has promoted new attitudes to the acquisition of foreign languages; and it also has opened up new possibilities of language education.

Thus, distance learning for language is not quite the same as learning of other subjects. Learning a foreign language includes not only the mastering of grammatical knowledge and comprehension skills, but the development of interactive communication ability (competence). With the help of distance learning systems, which has all communicational and virtual tools teachers can possibly create a virtual reality in which students can develop communication skills.
3 The Use of Cloud Services in Learning a Language

We consider the main cloud services that we use to create English communicative competence. So we chose Blogger, Wiki, Google Drive and social network VKontakte.

In our research we are developing the distance course (DC) «Practical English Course Upper Intermediate» based on the textbook with the same title and authors are L.Chernovaty, V. Karaban and others. The course is for third year students of philological faculties and specialty «Translation» of higher educational institutions. This course is created in the distance learning system «Kherson Virtual University» (DLSKVU) [16].

In this DC one of the tasks of forming communicative competence is to create your blog by students and the organization of discussions in blog on the topic «Holidays in Ukraine», where students place the essay, link to video or audio materials in the subject, leave comments in blogs of classmates. Control and evaluation conducts with the use of the rating system of DLSKVU. Thus, there is the interaction between DLS and cloud service «blog».

Consider the use of Wiki-technology on formation of communicative competence in this course. For example, the traditional teaching of the topic entitled «Regional Variations in the USA» are reading the text, consisting of some fragments with titles and students should match titles of fragments with parts of the sentences of text. In the distance course this exercise is implemented as follows: the text for reading is developed as course’s document and all geographical names in it have link to the appropriate page on Wikipedia for a detailed review, study and use in the future. On the next stage, students complete the training task of "Comparison", for strengthening the acquiring knowledge. Thus, there is the interaction EER (document) in distance learning system and cloud service Wikipedia.

It should be noted the growing popularity of using Google Drive service in the learning process. Today Google Drive services are actively used by many teachers and trainers in different disciplines in their professional activities. These services are used as auxiliary tools for forming communicative competence in English. First of all, Google Drive – a free online office, which includes text, spreadsheet, service to create presentations and Internet service cloud storage files. This web-oriented software is a program that works by using a web browser without installation on the user's computer. Docs created by the user are stored on a special server Google, or can be exported to a file. This is one of the key benefits of cloud services, as access to the data entered can be done from any computer connected to the Internet. Let’s consider the interaction of distance learning system and SaaS services on the example of Google Docs. Thus, in the process of learning in distance group in DLS tutor has the ability to open access to files for user groups and assign it the appropriate permissions. Users have the ability in Google Docs, depending on their rights, create, edit, share resources, using calendar built into the system to plan tasks etc. For example, in the DC for forming communicative competence of students we use a variety of exercises using text documents (co-create and edit documents on specific topics), spreadsheets (co-creation and editing crossword puzzles, tables, etc.), presentation (co-creating presentations in a particular topic and its further use) service Google Drive. For example, the traditional teaching practice for the topic entitled «Grand Canyon» is lis-
tening to the audio recording (2 times) and filling the blanks in sentences. This exercise aims to develop the ability of listening and understanding foreign speech. In the distance course this exercise is implemented as follows: audio recording is developed as course’s document and there is the link on the document in Google Docs made by the teacher (tutor). After listening to the audio recording, the students begin to work with the Google document, fill gaps in sentences, edit and analyze the mistakes. The teacher observes the work of students and makes the comments. This document is saved on Google Drive. Control and evaluation conducts with the use of the rating system of DLS KVU. Thus, there is the interaction between DLS and cloud service Google Docs.

The use of social networks (VKontakte, Facebook) in formation of communicative competence in English has important role. During the learning process in the DC it has been created the group in the social network VKontakte. Organizational information and a large number of links to online resources for information and study are placed in it. Control and evaluation conducts with the use of the rating system of DLS KVU. For example, there is the task for is watching a video on the topic «Holidays in Ukraine» in the group VKontakte, and there is discussion in "Forum" in DLS. Thus, there is the interaction between DLS and social network VKontakte.

4 Model of Interaction of Cloud Services in Education

LMS as part PaaS meets the basic requirements of providing distance learning. At creating and using the distance course of LMS there is provided an opportunity to use internal services such as Whiteboard, Forum, Chat, Virtual Lab, E-mail and more. But there are methodological problems which cannot be solved by standard LMS means. Then LMS as an element of PaaS may use other cloud services to expand the technological means of solving the methodological problems. First of all, it concerns SaaS means, such as file storage Google Docs, OneDrive, media resources YouTube, communication Skype, publications Blogger, social networks Facebook, VKontakte and others.

The model of interaction of distance learning with SaaS cloud services in the English language learning is presented in Fig. 1.

On the basis of the services we specify educational opportunities of cloud technologies confirming the feasibility of their using in learning English:

- simplicity and convenience of teamwork of teacher and students;
- rapid inclusion of developed products in the educational process because of the lack of territorial binding service user to the place;
- organizing interactive sessions and collective training;
- creating of web-oriented laboratories in specific subject areas (mechanisms to add new resources, interactive access to simulation tools, information resources, support for users, etc.).
- access to documents anywhere and anytime;
- organization of various forms of control;
- moving into the cloud learning management systems (e.g. LMS Moodle and others);
opportunities for researchers to access, development and dissemination of applied models.

5 Experimental Study

The main objectives of the experimental study are determining the state of use of SaaS cloud services by the teachers and students of Kherson State University (KSU). The method of questioning was used to expose the attitude of tutors and students to use SaaS cloud services in a blended learning in LMS «Kherson State University». Among the tutors of DLS KVU the questioning was conducted on the study of the level of use of cloud services in the learning process. The purpose of the questioning is to make the analysis of level and quality use of cloud services in education using distance learning technologies.

Questionnaire consists of questions that reflect:

- degree of use of cloud services in a professional activity of the teacher;
- willingness of the teacher to learn new software;
- awareness of teachers about cloud technologies in educational process.

In accordance with the objectives of questioning the poll is designed for teachers of the university, which is located in the Internet using Google Form. Particular attention is paid to the use of cloud technologies in professional work of the teacher.

The list of questions of the poll, answers and results are presented in Table 1 (for
teachers - "T"), and (for students - "S").

Table 1. Questions of polls of teachers and students on the use of SaaS

<table>
<thead>
<tr>
<th>#</th>
<th>Question</th>
<th>Answers</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>T</td>
<td>S</td>
</tr>
<tr>
<td>1</td>
<td>Are the cloud technologies in your educational institution?</td>
<td>* Yes</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td></td>
<td>* No</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>* Don’t know</td>
<td>15</td>
</tr>
<tr>
<td>2</td>
<td>Do you use cloud services in a professional / educational activity?</td>
<td>* use in the classroom</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>* use in distance learning</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>* use in outside classroom (self-study)</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>* use for storing, sharing information and in personal goals</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td></td>
<td>* don’t use</td>
<td>34</td>
</tr>
<tr>
<td>3</td>
<td>What type of services you mostly use in own professional / educational</td>
<td>* SaaS</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>activity?</td>
<td>* PaaS</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td></td>
<td>* IaaS</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>* Desktop as a Service</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>Which cloud services you use in the professional / educational activity?</td>
<td>* Internet services to create presentations (Prezi.com, SlideShare.net etc.)</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>* Internet services to create interactive educational applications (LearningApps.org etc.)</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>* Online encyclopedia (Wikipedia)</td>
<td>58</td>
</tr>
<tr>
<td></td>
<td></td>
<td>* Common storage system (Google Drive, etc.)</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>* Google services to work together</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>* Internet services for creating flowcharts and diagrams (draw.io, gliffy.com etc.)</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>* Other</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>Specify Google services that you use in the professional / educational</td>
<td>* Google Disk</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>activity?</td>
<td>* Google Docs</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>* Google Calendar</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>* Google Translator</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>* Google Maps</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td></td>
<td>* Google Sites</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>* Blogger</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>* Other</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>Rate a five-point scale the level of use of cloud services in a profes-</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>sional / educational activity</td>
<td>2</td>
<td>43</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>102</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>Indicate your willingness of use of new cloud services in a profession-</td>
<td>* Ready, regularly master new services</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>al activity</td>
<td>* Ready, periodically have to master new programs and resources</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td></td>
<td>* Ready, but not enough time to master the new cloud services</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>* Not ready</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>What is your attitude to use of cloud services in a professional / educa-</td>
<td>* Positive</td>
<td>59</td>
</tr>
<tr>
<td></td>
<td>tional activity?</td>
<td>* Negative</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>* Neutral</td>
<td>15</td>
</tr>
</tbody>
</table>
80 from 100 teachers and 220 from 500 students were questioned of the Faculty of Preschool and Primary education and Faculty of Physics, Mathematics and Computer Science. Volume samples provide the margin of error of 5% and 95% level of confidence.

Analysis of the poll shows that cloud services are gradually being introduced in the educational process of KSU, but its use is at a low level. In professional activity the teachers often use cloud services Google, and they also actively use services to create online presentations and online training applications (Fig. 2). At the same time, the willingness of the teacher to learn new cloud services is high, which suggests the feasibility of training teachers in the use of cloud services.

Fig. 2. The use of cloud services in the professional / educational activity

It should be noted that more than half of the students widely used cloud services in independent work in blended learning in LMS, if the teachers use them. The attitude of students to the use of cloud services is positive and the readiness of use them is high enough. Therefore, there is a need of students in increasing the use of cloud services in distance learning.

Thus, the results of experimental study have shown the low levels of use of cloud technologies in distance learning is a consequence of a lack of awareness of teachers in the possibilities of their use. Therefore, the actual work is aimed at popularizing the use of cloud technologies in distance education. It is reasonable to conduct training of university teachers on the use of cloud services, which is part of the quality manage-
Conclusions and Outlook

The peculiarities of cloud services in the process of English communicative competence are identified and examined. The model of the interaction of distance learning system with cloud services, the use of which will improve the quality of the learning process is designed.

1. According to the designed model of interaction LMS with the SaaS resources the technologies of cloud services in distance learning are studied.
2. Methods of using cloud services are considered on the example of DC "Practical English Course Upper Intermediate". They describe the methods of doing tasks aimed on forming communicative English competence of students of language faculties.
3. The results of experimental study have shown the low level of use of cloud technologies in distance learning is a consequence of a lack of awareness of teachers in the possibilities of their use. Therefore, the actual work is aimed at popularizing the use of cloud technologies in distance education.
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Abstract. Many current educational trends are based on the digital technologies support for content modeling and delivering as well as for control services in the teaching and learning processes. E-learning methods allow us significantly to enhance the teaching and learning effectiveness. These methods also show the rapid development of software of a new generation intended for the teaching and studying process support. Nevertheless there still exist problems to deal with in order to make further progress. One of these problems lies in the creating effective systems for student educational progress assessment. This article proposes a new original item bank information system creating method based on the Open Source tools: LMS Moodle and package R. This method was tested in the National University of Life and Environmental Sciences of Ukraine and the National Aerospace University "KhAI". Obtained results are presented and practically illustrated.
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1 Introduction

The modern stage of educational system development is characterized by appearance new educational technologies, which are come together with high rate of informatization. Influence analysis of macro, meso and micro trends; designing of educational spaces and models are the subjects of the research [1]. In its annual reports New Media Consortium (NMC) are describing technologies, which will be having significant impact on the educational processes, including higher educational establishments, as in: flipped classroom, learning analytics, blending learning (b-learning), personalizing
learning, bring your own device (BYOD), maker spaces, the Internet of things, adaptive learning technologies, open educational resources and massive open online courses (MOOC) [2, 3]. Concerning e-learning implementation [4] the publications widely represent the experience b-learning application, as well as learning management systems (LMS) for e-learning organization [5, 6]. Simultaneously stay relevant the issues of supporting the objective testing of knowledge quality of students using e-learning systems, which are applied both in MOOC, and in knowledge control systems at universities. Especially burning is the problem of using the qualitative tests in the systems of e-learning, because the users of on-line courses may have different levels of preparation and need individual approach for education, which cannot be ensured by the current e-learning systems. For example, in LMS Moodle, which is used in most Ukrainian universities, provides the functional part of test quality rating [4]. However, the data rates not always are reliable, as they are often determined on the basis of small population of participants and primary test results. The existing methods and models of evaluation of the test quality rating have its own application field; nevertheless they still don’t allow solving the tasks connected with performance of effective on-line rating in complex. Virtually, there are no tools that can provide complex support for test designers in the process of testing.

The objective of this research is the development of models and tools of information support of tests forming in systems of distance learning, providing the adequate level of quality depending on the ability level of students.

2 Methods and Quality Analysis Models of Education Tests

For tests quality analysis mainly are used methods of classic theory, based on the calculation of such main parameters as, complexity, ability to differentiate, correlation of tests with total test grade and so [7, 8]. For more detailed analysis the method of threshold group is used, which allows to build the curve and frequency tables of distractor choice for threshold group of test takers, that sufficiently represents the information about the quality of developed test items [9]. In LMS Moodle system, which possesses wide functional, the block of quality tests results interpretation is not established. In case of small populations, the evaluation parameters methods can have serious errors; there is no possibility to compare the results of learners groups.

Today there are a lot of supporters of Item Response Theory, which allows to get tests results in metric scale. The literature [8], [10, 11] gives exhaustive information about methods and models of IRT. The important feature of models of modern tests theory is the limited conditions of its use, which are as follows:

− tests modeling by Rush function (not always possible);
− compatibility of participants response with Gutmann condition (unipath continuum);
− unidimensionality of test (the test must be measured by only one construct);
− items test are independent.

The main disadvantages of this theory are the calculation and results interpretation complexity, and also high demand to study population volume (at least 500 individuals), which is difficult to assure in conditions of functioning of modern educational institutions (tests participants groups may not exceed 15 persons).
User experience of LMS Moodle [12] has shown, that it is possible to guarantee the accumulation of statistical data by tests results in small groups (10-15 persons) during long time period, so it is effectively to use this platform for experiments.

Using LMS Moodle it is possible to save various tests results of students: test parameters (duration of the test, quantity of the used attempts to answer the questions); total points; parameters of test questions (correct and incorrect answers). All results can be presented in convenient format for following analysis.

To analyze the quality of tests it is necessary to evaluate tests parameters, which allow estimating their reliability and validity. Input data for analysis are the matrix of tests results. Matrix of tests results is matrix of NxM dimension, where N – quantity of tests participants, M – numbers of test items:

$$A = \left( a_{ij} \right)_{i,j=1}^{N,M}.$$  (1)

Evaluation schemes for the majority of tests can be classified into dichotomous and polytomous data [8]. Dichotomous scale is used in this paper.

To evaluate psychometric tests characteristics it has been decided to use Item Response Theory, since it allows to get results in metric scale and to compare groups of participants. For research of psychometric characteristics of tests various IRT models are applied: classical model Rasch, 1PL, 2PL and 3PL. More detailed information about these models may be found in [10, 11].

Let us consider the three-parameter models 3PL, which allows to receive the most fitting results (in fact all other models are the particular case of 3PL models). In this model the conditional probability of correct performing of j-test for examinee with ability level $\Theta$ depends on three parameters: difficulty parameter $\delta_j$, discrimination parameter $d_j$ and guessing parameter $c_j$:

$$P_j(\Theta) = P\{x_{ij} = 1|\delta_j, d_j, c_j\} = c_j + (1 - c_j) \frac{e^{d_j(\Theta - \delta_j)}}{1 + e^{d_j(\Theta - \delta_j)}}.$$  (2)

Here the constant multiplier D=1.7 for better model fitting with the model of normal ogive [10, 11]. On the ground of this dependence are formed characteristic curves for every j task, the position of which in Cartesian plane is determined by the quality of tests. More detailed interpretation of received values and analysis of characteristic curves are also presented in [10, 11].

This way it is possible with the use of 3PL model to calculate probabilistic characteristics of test items, on the ground of which the items, which meet the demands of reliability, may be chosen.

3 Tests Development Model in Learning Management Systems

For supporting the process of decision making for tests formation in the process of distance learning the generalized structural model is suggested, which can be realized
in LMS Moodle (Fig. 1). The main test development steps with account of ability level students are the following:

- qualitative learners ability level analysis by primary testing (initial check);
- selection of relevant category training courses; material learning analysis by intermediate tests (tests 1, 2, … i, … N-1);
- qualitative analysis of intermediate tests (using IRT models);
- accumulation of tests base (data of tests are corrected after each entering the test);
- forming the final tests (test N) with appropriate psychometric characteristics by all courses categories;
- the final control and estimation of ability level learners.

The courses may be presented by the separate modules of one discipline or a number of courses, which need to be learnt to acquire specific knowledge.

![Fig. 1. Structural model of test development in the process of e-learning using LMS Moodle (Source: Own work)](image)

The collection of empirical results of testing is the preparation step. In fact, the receiving of solid results, reflecting the reliable estimates regarding the preparation level of learners, is possible only after some iteration of system operation with current bank of tests. This is necessary while the information accumulation will be carried out during certain time and psychometric indexes of tests will be recalculated.

Total points, received in login scale (according to the IRT models), allows to estimate the tested by the ability level. The initial difficulty level of test (for the initial check test) is determined by the teacher.

The selection of tests is carried out in random manner, which provides proper evaluation in the process of testing (the students cannot know the answers, cannot pass the information to each other about right answers, all are taking the test in equal conditions). In this research have not yet been considered the issues of automatic selection of
courses in accordance with primary training of learners and the time test characteristics have not been monitored.

It is suggested to carry out all calculations of psychometric test characteristics using software functions with open source code R-Studio. Special package ltm exists for the determining of the main characteristics and evaluation of received models quality. Description of the package functions can be found both in R-Studio reference material, and in scientific journal Journal of Statistical Software [13].

4 Quantitative Experiment

Let us consider some calculation results of tests parameters, which were received based on the testing results of intermediate stage of discipline “Information technologies” study cycle in National University of Life and Environmental Science (NULES) of Ukraine (http://elearn.nubip.edu.ua/enrol/index.php?id=230) and in National Aerospace University “KhAI” (http://stm.khai.edu/course/index.php?categoryid=4). The experimental research was carried out during 2013-2015. The volume of sampling population amounted to 520 students – masters of 1 year of study from the two universities. Students were offered the same sets of testing for the input testing of ICT essentials. The level of initial preparation of students can be considered the same, because the level of IC-competence doesn’t influence entering the masters course.

Testing results are represented in form of the rectangular matrix with zeros and, ones, since there were only dichotomous tasks in the tests. The results were received in LMS Moodle and exported to R-Studio (Fig. 2).

![Fig. 2. Matrix of testing results (Source: Own work)](image)

There were analyzed 48 test items on the basis of different IRT models. In the process of research were evaluated the parameters of test items by classical theory and using 3PL model. For each tasks were calculated the parameters of difficulty, discrimination...
and guessing. Table 1 shows some results of calculation for three-parameter model for
the easiest and difficult items. In the last column the probability to give correct answer
for each test items (P(x=1|z=0)) is given.

<table>
<thead>
<tr>
<th>Test item (number)</th>
<th>Model 3PL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Guessing</td>
</tr>
<tr>
<td>7</td>
<td>0.660</td>
</tr>
<tr>
<td>11</td>
<td>0.091</td>
</tr>
<tr>
<td>3</td>
<td>0.084</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>34</td>
<td>0.205</td>
</tr>
<tr>
<td>18</td>
<td>0.033</td>
</tr>
<tr>
<td>21</td>
<td>0.132</td>
</tr>
<tr>
<td>26</td>
<td>0.227</td>
</tr>
<tr>
<td>25</td>
<td>0.186</td>
</tr>
</tbody>
</table>

The analysis of the given results has shown that test items 18, 34, 21, 26, 25 and 26
do not satisfy the demands of coherence and reliability of tests by different parameters:
they are difficult, have high level of guessing or low discrimination, which, in its turn,
causes the low probability to receive the correct answer for given tasks. These tasks
were removed from bank of test items and were not included into the final test.

According to the results of calculation also were built characteristic and information
curves, which reflect the quality of test items. Fig. 3 and Fig. 4 shows the curves for
3PL model.

![Figure 3: Item Characteristic Curves for some test items data-set under model 3PL](Source: Own work)

It can be seen on the graph, that the curves have accumulated to the left of zero,
which confirms the received results – the most of test items are difficult. Also, it is
apparent that, some items have low parameters of discriminatory power or high pa-
rameters of guessing (for example 7, 11).
It can also be seen on the figure, which tasks have the low probability of receiving the correct answer according to model 3PL: 15, 18, 25.

![Fig. 4. Item Information Curves for some test items data-set under model 3PL](Source: Own work)

Thus, the functional R allows us to fully estimate the quality of test tasks and the test in general. In the suggested system of e-learning (Fig.1) the analysis of psychometric characteristics is proposed to be made automatically, i.e. user is offered the list with tasks numbers, which do not meet the demands.

### 5 Conclusions

This paper describes a method as a technical tool for the quality test items bank forming. Classic test theory and dichotomous logistic item response models are used to estimate the psychometric test items characteristics.

The main assets of this approach use the Moodle system to accumulate and to keep the intermediate results of testing during the process of studying, which allows us to create the calibrated test items bank. That is the reason why using the R package allows us quickly and accurately to calculate the main characteristics of test items and tests overall. Due to the R package, various items analyzing methods become available.

Therefore, due to the logistic IRT model performed in the R package, this method is flexible and easy to administrate, as far as it requires no special knowledge in the field of statistical data processing.

The results of the test received during the experiment held in two Ukrainian universities show us the effectiveness of the method.

We believe this paper is only a small step towards this direction, both on the methodological and the practical aspects for creation quality tests for e-Learning. In perspective it is suggested to consider other working parameters with distance courses, which will allow to evaluate the quality of training in whole, on the basis of analyzing different activities of students, not only performance at tests.
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1 Introduction

When we mention the life-long learning (LLL), we say first the learning of adult students. To base on the experience of students there are recommended to provide an individual trajectory of learning, adaptive learning strategy and design, and so on. However, there are one more means for adaptation, which is important to enhance students’ activity and to discover their abilities. They are teaching methods for the course.

The purpose of LLL teaching methods is to provide relevant teaching methods for LLL courses, which will enhance their usefulness to support the development of continuing and further education, meet the demands of the changing labor market and hence contribute to social and economic growth in the country.

The purpose of this paper is an exploration of existing teaching methods on requirements of LLL courses to formulate recommendations concerning teaching methods choice.

The rest of the paper is organized as follows. Section 2 briefly describes the most popular and known teaching methods. Section 3 presents some recommendation for choosing teaching methods and preparing the courses based on them.
2 Teaching Methods Relevant for LLL

In the life-long learning, there have been exploiting many different teaching methods fitted to the adult students. In this paper, we analyze the methods, which are the most popular now.

2.1 Case Method

A case method is a form of instructor-guided, discussion-based learning. It introduces complex and often ambiguous real-world scenarios (cases) into the classroom, typically through a case study with a protagonist facing an important decision. Since it presents authentic cases and real world problems, case method fully complies with LLL courses and supports the development of some essential skills for life, like communication, social, interpersonal, higher-level reasoning, problem-solving, and decision-making skills. The case method shifts instructor-centred model of education towards a participant-centred one in which students play a lead role in their own and each other’s learning.

Teaching with cases is a very suitable method to use when lectures are the primary teaching form in a course. Making the students’ work with cases in a structured way contributes to activating them. Thereby they are made to use their knowledge in the field of subject actively and work actively with the present course content. The method was developed at Harvard Business School, and it is very well-known [1].

In this method, the construction and formulation of the cases are crucial. They must cover the topics of the lecture, and they must provide a suitable challenge for the students. It may be a real life problem or a constructed task the students must work with and discuss.

Usually, in the courses practiced case method, the individual oral examination is used as an assessment at the end of the course.

A case method is practiced in onsite teaching as well as in online one. The resources needed to provide the course with encapsulated cases are listed in Table 1.

<table>
<thead>
<tr>
<th>Table 1. Resources required for case method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Onsite Teaching &amp; Learning</td>
</tr>
<tr>
<td>Working spaces for group work of students</td>
</tr>
<tr>
<td>Classroom for plenum sessions, preferably with student seats in half-circles</td>
</tr>
<tr>
<td>Equipment for video recordings of discussions</td>
</tr>
</tbody>
</table>

2.2 Enquiry-Based Learning

The aim of this method is to give the students a life-long insight into research as a method to create new knowledge and learning. Enquiry-based learning is a student-
centred approach, which focuses on the development of students’ higher-order thinking skills. This approach implies a complicated process where students formulate questions, investigate to find answers, build new understandings, meanings, and knowledge, and then communicate their learnings to others [2].

Enquiry-based learning can enhance the effectiveness of LLL courses since it emphasizes the importance of developing and fostering enquiring minds and attitudes in students; it enables them to continue the quest for knowledge throughout life.

In enquiry-based learning, the students are responsible for defining the central parts in the curricula the teacher has chosen as a subject for the course. They must find, evaluate, and use the sources of information available for the subject in question. The students start with one fundamental question, and while they are expanding their knowledge, the teacher inspires them to formulate and answer more detailed questions.

A strong emphasis is placed on reporting achieved results and documentation of the progress in the students’ learning. The students themselves do this. The students conduct an evaluation of the results through self- and peer-assessment. Active involving students to knowledge mining process is a central part of the method.

To evaluate students work there are often used the learning portfolios, project reports with accurate descriptions of the problem, work process, results and solutions, and traditional examinations.

The resources needed to organize the onsite or online enquiry-based learning are listed in Table 2.

<table>
<thead>
<tr>
<th>Table 2. Resources required for enquiry-based learning</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Onsite Teaching &amp; Learning</strong></td>
</tr>
<tr>
<td>Working spaces for group work of students</td>
</tr>
<tr>
<td>Classroom for plenum sessions, preferably with student seats in circles or half-circles</td>
</tr>
<tr>
<td>Equipment for presentations</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

### 2.3 Spiral Learning

The fundamental principle of the spiral learning is to minimize course risk by breaking a course into smaller topics. Students meet the same topics more than once during the course, with each encounter increasing in complexity and reinforcing previous learning. Spiral learning can be considered as one of the important and relevant method for LLL course.

The teaching sequence is divided into several (2-4) sections or “windings” in a spiral. In each winding the course subject is approached both from the top (overview) and bottom (details).
In the first winding, the students work with the course subject in a very basic way. Elements from all of the course topics are included, and a general overview of the course subject is given – i.e. the topics are not dealt with one at a time like the chapters of a typical textbook. The students are given group assignments to solve based on their present knowledge – maybe only in a qualitative way the first time depending on the subject.

In the next windings, the students work with the subject in increasingly advanced ways. It might be the same problem they are given in each winding, but the solution becomes more and more sophisticated and at a higher level of competency. In the last winding, the final level of competence (learning objectives) is reached.

Usually, the progress assessment is based on the assignments with teacher’s feedback and a final evaluation.

The resources needed to provide a course on spiral learning method are listed in Table 3.

<table>
<thead>
<tr>
<th>Onsite Teaching &amp; Learning</th>
<th>Online Teaching &amp; Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Working spaces for group or individual work of students</td>
<td>Online communication system to allow Q&amp;As to/from teacher</td>
</tr>
<tr>
<td>Classroom for plenum sessions</td>
<td>Online for searching the relevant information</td>
</tr>
<tr>
<td>Libraries for getting the relevant information</td>
<td>Virtual forum for students discussions</td>
</tr>
<tr>
<td>Equipment for presentations</td>
<td>Virtual forum for class discussions</td>
</tr>
</tbody>
</table>

### 2.4 Problem-Based Learning

Problem-based learning is an active learning approach in which individuals gain knowledge and skills through problem-solving. Students learn the content as they try to address the problem. Students learn both thinking strategies and domain knowledge. The aim of problem-based learning is to develop the students’ flexible knowledge, effective problem-solving skills, self-directed learning ability, effective collaboration skills and intrinsic motivation [4]. This teaching method fully complies with LLL demands since it provides a model for lifelong learning, and supports building skills and abilities that are so valuable for today’s world of constant change.

The leading principle of problem-based learning is that the students learn by relating their knowledge to a given problem or case which the teacher prepares. Through dialogue and discussions, the students in the groups try to solve the problem by using their previous knowledge and the new knowledge in the curricula of the course. A course typically starts with an overview of the course and the learning objectives. Then follows an introduction to the first problem the students are going to work with. The students meet in their groups and work with the problem based on a very structured method, repeated every time the teams meet.
Formulating the problems is crucial for course success. The problems should combine elements from all topics of the course, i.e. they do not deal with one topic at a time like the chapters of a typical textbook.

The progress assessment is based on the individual assessment of learning outcome typically using the triple jump evaluation methodology.

The resources needed to provide problem-based learning are listed in Table 4.

<p>| Table 4. Resources required for problem-based learning  |</p>
<table>
<thead>
<tr>
<th>Onsite Teaching &amp; Learning</th>
<th>Online Teaching &amp; Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Working spaces for group work of students</td>
<td>Online databases and search engines for finding and research information on the topic</td>
</tr>
<tr>
<td>Classroom for plenum sessions</td>
<td>Online communication system to allow for Q&amp;As to/from teacher</td>
</tr>
<tr>
<td>Equipment for presenting the group work</td>
<td>Virtual forum for students to discuss the assigned case/problem, to provide review and feedback</td>
</tr>
<tr>
<td>Laboratories for group experiments</td>
<td>Virtual forum for class discussions</td>
</tr>
<tr>
<td>Library for researching relevant information to resolve the problem.</td>
<td>Online management system for group negotiation and planning</td>
</tr>
</tbody>
</table>

2.5 Project-Organised Learning

The idea behind project-based learning is that projects have a multidisciplinary character in which groups of students work while developing life-long learning skills. With a project organized curriculum, each course is structured around the big project. The course is planned around a project case covering all core elements in the course [5].

The use of project-organized learning has several benefits for LLL courses. It can be used with students of all ages. It can be flexible: does not necessarily mean working in a traditional classroom setting, and students can meet, interact and work wherever and whenever it is convenient for them. It provides some key (social, communication, interpersonal, decision-making, problem-solving, leadership, trust-building) skills for individuals to meet the demands of today’s constantly changing world.

The objective is to solve the problem, i.e. the outcome includes a product. The students groups are working independently, doing their planning and taking charge of their process. Lectures can be given as a supplement to the group work and to support the course theme.

Outcome and process are assessed based on group project reports with oral presentations and some individual assessment for individual grading.

The resources needed to provide project-organizes learning are listed in Table 5.
Table 5. Resources required for project-organized learning

<table>
<thead>
<tr>
<th>Onsite Teaching &amp; Learning</th>
<th>Online Teaching &amp; Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Working spaces for group work of students</td>
<td>Online repository for upload project descriptions, reports, and presentations</td>
</tr>
<tr>
<td>Classroom for plenum sessions, preferably with student seats in half-circles</td>
<td>Online communication system to allow for Q&amp;As to/from teacher</td>
</tr>
<tr>
<td>Equipment for making PowerPoint presentation about the project</td>
<td>Virtual forum for students projects discussions</td>
</tr>
<tr>
<td>Labs for conducting experiments</td>
<td>Virtual forum for class discussions</td>
</tr>
<tr>
<td>Libraries for researching relevant information to fulfill the project work</td>
<td>Online management system for planning and negotiating project work</td>
</tr>
</tbody>
</table>

2.6 b- and e-Learning

Blended learning (b-learning) focuses on offering students choices about when, where and how they learn. It provides opportunities to improve the student knowledge and skills through flexibility in time, space, place (physical, virtual, on-campus, off-campus), mode of study (print-based, face-to-face, blended, online), teaching approach (collaborative, independent), forms of assessment and staffing [6]. This way of organizing university teaching goes far beyond the traditional way of thinking about teaching and learning. e-Learning is a tool often used in b-learning because of its independence of time and place.

Due to its flexible nature b-learning meets the demands of LLL courses and especially needs of adult students. Emphasis is on meeting students’ needs, recognizing that all students have unique, complex needs, and this method gives students greater influence on what they need to learn, where, when and how. The method provides greater flexibility for students when it comes to where and when to study because of mix on-campus teaching and distant learning (at the workplace or home), and offer more flexible forms of access, entry, and exit.

In b-learning, very often on-line tests are used as an assignment, but more traditional assessment methods can be utilized depending on the context in the course.

The resources needed to provide b-learning are listed in Table 6.

3 Recommendation on Teaching Methods Choice

Because of all teaching methods listed above are analyzed in the context of LLL, we should point their focus (except case method) on the learning to learn, and to take responsibility for own learning.

Case method could be recommended for courses which outcome is learning to deal with complex problems and problem-solving in general. The teacher should take the role of expert and facilitator of the class discussions. He/she organizes the work of the individuals or small group with cases – small, well-defined real-world problems.
Table 6. Resources required for b-learning

<table>
<thead>
<tr>
<th>Onsite Teaching &amp; Learning</th>
<th>Online Teaching &amp; Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Working spaces for group work of students</td>
<td>Online repository to make instructional materials available</td>
</tr>
<tr>
<td>Classroom for plenum sessions</td>
<td>Online communication system to allow Q&amp;As to/from teacher</td>
</tr>
<tr>
<td>Equipment for video conferencing; making presentations; using audio and video study materials</td>
<td>Virtual forum for students discussions</td>
</tr>
<tr>
<td>Libraries and Labs for conducting research and experiments</td>
<td>Virtual forum for class discussions</td>
</tr>
<tr>
<td>Alternative format learning resources and specialized equipment for students with disabilities (like, Braille, audio, and e-text for blind and visually impaired students)</td>
<td>Online system for the web-conferencing; web-casting</td>
</tr>
<tr>
<td></td>
<td>Online systems to provide access to instructional materials for students with disabilities</td>
</tr>
</tbody>
</table>

If the outcome of the course is learning to learn, spiral learning and b-learning could be recommended. Spiral learning needs close involving the teacher as an expert and tutor. He/she monitors the work of medium students groups on authentic cases constructed with progression.

In b-learning teacher gets very special duties of student learning facilitator and consultant. We should point that b-learning in the context of LLL is the tool for supporting other teaching methods rather than the separate teaching method. Also, b-learning is the best means to support the individual learning trajectory.

Other three methods are oriented not only on learning to learn and learning to deal with problems but also on getting to know about information resources on the subject. Enquiry-based learning fits the last outcome the most. It requests teacher takes the role of expert, prepares real, ill-defined and open-ended, research-driven case, and supervises the work of small students groups.

Problem-based learning can be recommended as “easier” for teacher alternative of enquire-based learning. The teacher should take the role of facilitator of the group work and guide to the learning process. He/she provides sources of information and structure relevant problems and planning for progression towards the learning objectives. There is no need in one research-driven case for the course. The set of small cases covered the core elements of the course are also suitable. The cases should be realistic and interdisciplinary, ill-defined and open to brainstorms and elaboration with knowledge. Students work on them in large groups.

Project-organized learning can be recommended for courses built around one large, real-life, ill-defined and open case. Students are working on the case in permanent, medium-size groups. This method is the most demanding to the teacher, who works as a tutor (process and group facilitator) and as a consultant (expert).
4 Conclusion

The main point taken into account while developing the LLL course is the elaboration of new students’ knowledge and skills based on their previous experience. It requires using of active teaching methods that enhance the students’ to work actively on mining new knowledge and training new skills.

On this needs we explored the most known active teaching methods on requirements of LLL courses and formulated recommendations concerning teaching methods choice. Our analysis has a significant restriction: we analyzed the teaching methods separately. While developing the LLL course, each teacher should use different methods to make their course more fruitful.
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Abstract. The rapid development of cloud services and their implementation in secondary education require an increase in the IC-competence of teachers during non-formal education. The implementation of cloud services will make it possible to create some conditions for learning mobility of all participants of teaching and learning activities. This article deals with the organization of teachers’ training during non-formal learning. The paper analyzes the main forms of the organization of teachers’ learning (workshops, trainings and summer schools). The special features of the non-formal teachers’ ICT training include the availability of high-speed Internet and some computer equipment. The obtained basic and additional services allow teachers to make the extensive use of cloud services for different activities, namely the organization of students’ group work and “inverted learning”; team-work on projects, assistance during homework; preparation for contests; conducting web-quests.
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1 Introduction

The draft of The Concept of Education in Ukraine for 2015-2025 noted that in the period of independence it was accumulated a lot of systematic problems in the Ukrainian education sector. They include the following: reducing of the logistical support of educational institutions; teachers’ aging; lack of young specialists; inefficient, over-centralized, out-of-date management and financing of the system; growing inequality in access to education; decline of students’ knowledge and skills quality; obsolescence of technology and teaching methods; lack of effective system for education quality control; reduction in textbooks’ quality and lack of advanced technolo-
gies. In addition, there are unresolved issues: the unsatisfactory state of computer equipment; the poor quality and accessibility of the Internet, the lack of systematic updating of ICT applications in the educational process.

In the current information age, the transition from education when a teacher is a central figure for information transmission to person-oriented education is one of the most significant educational change [6].

Most of the mentioned problems can be solved by the introduction of cloud services in education, which will provide educational mobility of educational process participants and the virtualization of organizational and methodological components of educational process [8, p.209].

A detailed analysis of the foreign projects in Russia, Germany, Czech Republic, Australia, China, Israel, Africa, Singapore, Brazil, Colombia, Azerbaijan and the United States showed that the cloud-oriented learning environments are used by the teachers and students of foreign countries to improve the educational process, the access to training materials, schedules of work, curriculums for the revitalization of students’ activities, to make easily the educational process during a quarantine period, the process of receiving homework and distance learning [8, p. 27].

Thus, cloud-oriented learning environments have a number of advantages for educational institutions in the organization of educational process and the use of learning technologies [9, p. 13].

Therefore, a teachers’ training is crucial for an application of cloud technologies. It can be done through non-formal education.

The educational trends in the global space are characterized by considerable support and development of non-formal education. The term “non-formal education” is widely used in the scientific world community today. The understanding of “non-formal education” at the European level is gaining its significance for Ukraine during the current period of integration into the EU.

Zinchenko S. offers the following characteristics of non-formal education: social character of leadership; variability of educational programs and terms; combination of scientific and applied knowledge; voluntary of education; systematic character of education; goal-oriented activity of learners; orientation to satisfaction the educational needs of specific social and professional groups; creating comfortable learning environment for adults’ communication; possibility of psychological protection during some social changes [15].

According to the research of N. Terjokhina, non-formal education in Ukraine covers the following spheres: non-school education; postgraduate education and adult education; school and student self-government (through the acquiring of organizational, communication, management skills); educational initiatives to develop additional skills and abilities (language and computer courses, hobby clubs, etc.); civic education (various activities of non-governmental organizations); folk high schools [14].

Summarizing the organizational structure of adult education in current Ukraine, Sighajeva L. identifies three forms of non-formal education: courses; hobby clubs; non-governmental organizations [13].

We consider that it is very important for the further development of non-formal education in Ukraine to take into account the recommendations for the development of non-formal education for the EU members and countries, which are going to be its
members, proposed by the Committee of Ministers of the Council of Europe. They include:

1. The development of effective standards, which recognize non-formal education as an integral part of general education, which are quality criteria of the educational process during non-formal education.
2. Providing information and examples of best practices, teaching methods, lists of skills, experience and knowledge, obtained through non-formal education should be developed.

2 Research Methods

Analysis, theoretical systematization of data; synthesis and evaluation of experimental work; the factor-criteria model to determine the level of teachers’ IC-competence on the use of cloud services and the experiment, which was held among 190 subject teachers of Ukrainian secondary schools.

It was determined the ranking coefficient for each criterion to calculate the teachers’ IC-competence level in the use of cloud services (Table 1).

<table>
<thead>
<tr>
<th>Factors</th>
<th>Ranking coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Understanding of the role and use of cloud services in education</td>
<td>0.158</td>
</tr>
<tr>
<td>Basic knowledge about cloud services</td>
<td>0.16</td>
</tr>
<tr>
<td>Use of cloud services in professional activities</td>
<td>0.17</td>
</tr>
<tr>
<td>Ability for collaboration and self-education</td>
<td>0.174</td>
</tr>
<tr>
<td>Use of basic cloud services</td>
<td>0.172</td>
</tr>
<tr>
<td>Use of different forms of learning activity</td>
<td>0.178</td>
</tr>
</tbody>
</table>

3 Research Findings

There is a widespread adoption of cloud services in general secondary education. They are the main tools for the efficient organization of cooperation and cooperative work between students and teachers now. That is why the organization of teachers’ training during non-formal education is necessary to increase their level of competence in the sphere of cloud services’ application.

We can define the following forms of non-formal education: workshops, trainings, summer schools.

Teachers should know theoretical basics and the capabilities of the services during the training seminars, where they will be offered short practical work on the use of several services for the improvement of educational process or the organization of cooperation with students and to drill the material.
The purpose of the training is to improve the skills of working with certain services, so it gives attention on some problematic issues and extending teachers’ knowledge.

During the summer schools teachers are given an opportunity not only to combine the two forms of competence development mentioned above, but also unlimited communication with colleagues, team-work on projects, familiarization with the latest innovations of IT industry and pedagogy.

The high-speed Internet and a gadget (laptop, tablet, etc.) are the two components that can be attributed to the special features of the organization of the mentioned training.

The training can be carried out on the basis of services in the cloud-oriented learning environment designed for teachers’ training or in schools.

Cloud services include programs that are provided on demand in on-line mode, such as basic and additional ones. The basic programs include calendar, corporate email and document storage, basic office software (Word, Excel, PowerPoint and Forms). The additional cloud services are OneNote, Sway, GeoGebra, OneNote Classroom, the corporate electronic network Yammer, Power BI, Delve, Video, Project etc.

The pedagogical experiment was conducted in secondary schools of Ukraine, working within the framework of the experimental work on topic “Cloud services in education” (order of the Ministry of Education and Science of Ukraine of 21.05.2014 №629, scientific guide Lytvynova S.), namely in 18 experimental schools (Kyiv, Lugansk, Khmelnytsky, Dnipropetrovsk, Zhytomyr, Sumy, Vinnytsia, Ternopil regions). To collect data and determine the levels of teachers’ IC-competence, it was developed the portal “The Research System” (http://expert.obolon365.net). 190 subject teachers took place in the experiment.

The teacher training was conducted during non-formal education by three stages.

The first stage “Designing of cloud-oriented learning environment” was conducted in the form of a training workshop (8 hours), during which each teacher designed his “cloud space”.

On the second stage the teachers were offered intensive implementation of services during the summer school (40 hours). An educational project was developed in the result of the work.

At the third stage the teachers presented their best practices of the use of cloud services for educational purposes during a workshop.

Let us examine the advantages, specific features and disadvantages of the teachers’ trainings within non-formal education on the use of cloud services (Table 2).

As a result of the experiment, it was found that the volume of use of cloud services by the teachers has almost doubled, and the level of IC-competence respectively: teachers’ understanding of the cloud services increased by 41%, basic knowledge about cloud services - by 45%, the use of cloud services in professional work – by 46%, ability to cooperate with the help of cloud services – by 43%, the use of basic services in students’ education – by 45%, the use of various forms of training activities with the help of cloud services - by 44% (Fig.1).
Table 2. Advantages, Features and Disadvantages

<table>
<thead>
<tr>
<th>Type of non-formal education</th>
<th>Advantages</th>
<th>Features</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Workshops</td>
<td>Demonstration of practical application of services in the real-world</td>
<td>Duration up to 4 hours</td>
<td>An additional training of school teachers to present the use of services is required</td>
</tr>
<tr>
<td>Trainings</td>
<td>Presentation or training on the use of new services for educational purposes</td>
<td>Duration 4-6 hours</td>
<td>No more than 3-4 questions are considered, an additional training of trainers is required</td>
</tr>
<tr>
<td>Summer schools</td>
<td>Improving the knowledge on the use of certain services, consulting, communication with experts</td>
<td>Duration 40 hours</td>
<td>Public events with 60-120 participants; a special accommodation for training teachers, a broadband Internet connection and an additional training of trainers are required</td>
</tr>
</tbody>
</table>

Fig. 1. The volume of using basic cloud services by the teachers
The teachers’ training of new information and communication technologies, in particular, cloud services during non-formal education, made it possible to summarize the following: teachers actively improve their ICT qualification; there is no problem of a lack of gadgets; the systematic training in three forms gives significant results in the development of teachers’ IC-competence; cloud services become the effective tools in the organization of cooperation and cooperative work between teachers and pupils.

4 Discussion

In the process of the selection of cloud services efficiency criteria, the parameters for an assessment of teachers’ educational activity provoked a discussion. Some experts have focused their attention on the fact that cloud services should be used for the coordination of training projects and students’ self-preparation for lessons. However, most experts emphasized the need for improving the educational process and defined such criteria as the organization of personalized learning, working in small groups, on-line communication with students.

Teachers’ broad practical experience with gifted students became a barrier for the use of cloud services during the students’ preparation for school contests (Olympiads) and coordination of scientific works of Minor Academy of Sciences (MAS) members. The results of the teachers’ survey are shown in Fig. 2.

Analyzing the obtained results, it can be stated that teachers’ lifelong learning is becoming a necessity. The pupils of the XXI century require new technologies in the organization of teaching process, due to the requirements to the quality of secondary
education. The emergence of new technologies, such as cloud services, gave an impulse for an active development of teachers’ non-formal education.

5 Conclusions and Prospects of Further Research

Cloud services contribute to the improvement of the educational process. The development of these services can be arranged through non-formal education of three forms: practical workshops, trainings, summer schools.

The implementing of person-oriented education is a prerequisite for learning with the help of cloud services. There is no need for the absolute traditional teaching methods. The situations, when a student adapt to a teacher, could be avoided [8].

During the active use of cloud services the level of teachers’ IC-competence increased from the beginner to average (Table 3).

The efficiency of enhancing teachers’ IC-competence in the sphere of learning new technologies is 40% and more. This allows the teachers to make extensive use of cloud services for different activities, namely the organization of students group work, team-work on projects, “inverted learning”; assistance during homework; preparation for contests; conducting web-quests.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>At the beginning of the experiment</th>
<th>After the experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technological literacy</td>
<td>beginner level</td>
<td>average level</td>
</tr>
<tr>
<td>Extending of knowledge</td>
<td>beginner level</td>
<td>average level</td>
</tr>
<tr>
<td>ICT-creativity</td>
<td>beginner level</td>
<td>average level</td>
</tr>
</tbody>
</table>

Table 3. Criteria and levels of teachers’ IC-competence

So, the organizing of teachers’ training on the use of cloud services in order to improve their ICT-competence in collaboration, global communication and cooperative work is a new direction in teachers’ training.

On the other hand, the mechanism of teachers’ training within non-formal education on the use of cloud services is not perfect yet. Therefore, the further research of this issue is required.
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Abstract. The high-tech cloud-based university environment formation, which would provide collaboration between the research institutions and the university sector contributes to the experience exchange; organization of joint events on sectorial, national, and international levels; improvement of the research results’ implementation. It would unite the learning resources, the tools of scientific exploration support, and cover different levels of training, that could promote overcoming the gap between the research process, and the implementation and use of its results. This approach is to contribute to the development of university autonomy, which is the aim of the current reformations in higher education in Ukraine. The article represents the main results of the joint research laboratories activity that is held between the Institute of Information Technologies and Learning Tools of NAES of Ukraine and several universities being organized via cloud technology usage and devoted to its development.
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1 Introduction

During 15 years the Institute of Information technologies and Learning Tools of the National Academy of Educational Sciences of Ukraine (IITLT of NAES of Ukraine) carries out research work aimed at solving the problems of development, implementation and use of new learning tools and information technologies in education construction and development of computer-based learning environment of open education.
and e-learning, electronic educational resources, management and support of the researches, exploration of cloud technology. A number of important theoretical and applied results were achieved in recent years.

The relevance and the urgent need for these studies is caused mostly by the need to implement a modern educational paradigm, which consists of providing equal access to high-quality education for everyone who needs to learn who has desire and realizes need for lifelong learning.

Theoretical results and practical orientation of the researches conducted at the Institute are mainly subordinated to the specified educational paradigm, aimed at the development of scientific and methodological foundation of implementing the principles of open education. According to numerous studies, the implementation of the principles of open education is the backbone of the formation of global education systems, development and upgrading of learning and research environments, perspective way for national education system development.

Ukraine has achieved significant results in the study of theoretical and methodological basis of modeling and designing of information environment of open education (V. Bykov, G. Kravtsov, V. Kukharenko, A. Manako, L. Panchenko, S. Semerikov, A. Spivakovskiy, M. Zhaldak, and others). In particular, in V. Bykov’s significant work the models of organizational systems of open education are designed; the models of information educational environment are proposed (methodical systems of e-learning, model of educational management in its different organizational levels, modern informatics teachers’ training in higher educational institutions and others) [6]. The named works are aimed to create the methodological basis for further researches in this area, given that the cloud oriented environment is a new step in the development of open education.

General trends of implementation of promising ICT, including cloud technology, into organization of educational systems were studied in the works of V. Bykov, V. Kumar, S. Litvinova, N. Morze, V. Oleksyuk, S. Semerikov, Z. Seydametova, M. Shyshkina, A. Stryuk, M. Zhaldak, Yu. Zaporozhchenko (Nosenko) [15, 16], and others.

Problems of creation of cloud oriented learning environment in higher educational institution were studied in works of V. Bykov, A. Fox, R. Griffith, V. Kukharenko, V. Oleksyuk, L. Panchenko, S. Semerikov, M. Shyshkina, K. Slovak, A. Spivakovskiy, A. Stryuk, K. Subramanian, N. Sultan, Yu. Tryus, M. Zhaldak, and others.

In Z. Seydametova’s paper [21] the analysis of the use of cloud services in higher school for educational and scientific purposes, and their systematization is proposed.

The main types of service models that reflect the possible ways of ICT-outsourcing use for software and computing resources access provision are considered in M. Shyshkina’s paper [23].

The issues of determining the most appropriate technological solutions for corporate network of the cloud-based learning environment of educational institutions are examined by Ukrainian and foreign researchers [24].

S. Semerikov in his paper [12] analyses the term "cloud services" and its evolution, which outlines the prospects and trends of these services and their application to support the processes of research activities. The use of cloud services in maintaining the
processes of research activities is investigated by O. Spivakovsky [32], O. Spirin [31], A. Stryuk [33].

The study of A. Alkhansa, A.A. Shakeabubakor, E. Sundararajan, and A. Hamdan [1] is devoted to issues of productivity of university research processes, and it is proposed to use cloud services as a tool to increase efficiency and enhance the research activities.

Indeed, the cloud technology implementation will provide each educational institution with the following advantages and capabilities: to use the modern, systematically renewed IT infrastructure, software and services at no additional cost; reduce the cost of development and support of local information networks; engage the education participants’ personal computer devices into the learning process; ensure the consolidation of electronic educational resources in a single electronic repository; implement mobility of educational process participants, support the distant, blended learning and other innovative forms and technologies [1], [7], [22], [27], [28].

Currently, the potential of cloud technology is engaged not enough in the practice of Ukrainian education. There is a growing discrepancy between the level of our local schools IT-infrastructure and modern European ones. These contradictions might cause a significant technological gap in ICT-equipment of higher educational institutions and even lead to a significant gap between the levels of their equipment in comparison with the similar ICT structures in foreign universities.

Therefore, an important task is to develop the learning and research environment of educational institutions in Ukraine considering the latest developments in the field of scientific and technical progress.

One of the possible ways for this implementation is the organized cooperation among research institutions and university sector, providing the joint research laboratories within the cooperation agreements to implement the results of scientific studies, involving representatives of educational institutions to scientific researches, improvement of teaching staff training, encouragement of participation in the development of joint projects on sectorial, national, and international levels.

The purpose of the article is to describe the state of the art of the cloud-based learning and research environment formation in Ukrainian university sector and to expose the research results on its deployment within collaboration between the research institution and the university sector.

2 The Presentation of Main Results

2.1 The Activity of the Institute of Information Technologies and Learning Tools of NAES of Ukraine in Education ICT Support

The National Academy of Educational Sciences of Ukraine (NAES of Ukraine) is the main organization on the national level which provides methodological and scientific support, legal and normative basics for the development of concepts and approaches to education improvement on different levels.

The Institute of Information Technologies and Learning Tools of NAES of Ukraine (http://iitlt.gov.ua/) is the principal research institution on scientific and methodological support of formation and development of electronic educational space in the field of general, special, vocational and teachers training and adult education and also on
ICT support of NAES of Ukraine. The Institute carries out computer and technological support of electronic resources of the research and educational institutions within NAES structure, and provides representation of these institutions via Internet [3].

Now the computerization covers all the basic functions of NAES, such as scientific, educational, administrative, informational. The corporate automated information system of NAES of Ukraine is developed systematically. It is connected to URAN, and therefore to GEANT. We should mention that NAES of Ukraine is its founding member since 2006 (http://www.uran.net.ua/~ukr/uran-statut.htm). And the Institute of Information Technologies and Learning Tools is a member of the Association of users of Ukrainian research and Academic network "URAN" (URAN - Ukrainian Research and Academic Network) since April 12, 2007 (http://www.uran.net.ua/~ukr/uran-members.htm).

The corporate automated and information system of NAES forms a single computer and technological foundation of information support of NAES, and its principal components are: scientific projects; computer technologies; information, personnel, organizational, managerial, financial and economic resources. Tools and technologies that support corporate networks and electronic information resources of NAES such as sites of its scientific and educational institutions, various computerized databases, information portals, e-learning courses, etc. provide automated systems of research, electronic communications in the Internet space and maintain information process of creating electronic textbooks, manuals and other scientific and educational electronic editions [4], [5], [7].

There is a range of information resources and systems developed at the Institute: the official website of IITLN of NAES of Ukraine (http://iitlt.gov.ua/), a peer-reviewed journal in educational sphere, which publishes full-text article online bimonthly with immediate open-access (http://journal.iitta.gov.ua), Digital Library of NAES of Ukraine (http://lib.iitta.gov.ua/), conference supporting system “Edu-conference” (http://conf.iitlt.gov.ua/), and others.

We can trace trends in the implementation and use of web-oriented open corporate information systems in NAES of Ukraine through the activities of IITLT of NAES of Ukraine during recent years. Thus, the electronic scientific specialized journal “Information Technologies and Learning Tools” (http://journal.iitta.gov.ua/index.php/iilt/index) was launched in December 2006, added to the list of electronic scientific professional editions in pedagogical sciences of Ukraine in April 2007. It is bimonthly open-access peer-reviewed e-journal that includes full-text articles in theory, methods and practice of using ICT in education. Since 2011 the edition began functioning on Open Journal Systems (OJS), developed by the Public Knowledge Project (Canada), which is an open information-technological platform for the deployment of scientific journals. Since 2012 the journal is indexed in scientometric databases, including such as Google Scholar, Index-Copernicus, Universal Impact Factor (UIF) et al., and numerous abstracts databases (the Directory of Open Access Journals (Sweden), Academic Journals database (Switzerland), National abstracts database “Ukrainianakaukova” (Ukraine) and many others). Currently the journal holds the 8th place according to “The rating of scientific journals of Ukraine”, compiled by The Vernadsky National Library of Ukraine. According to Google Scholar as of April 1, 2016 the number of journal’s articles citations is 2615, h-index – 21, i10-index – 82 [8].
The Digital Library NAES of Ukraine (http://lib.iitta.gov.ua/) is another significant project of the Institute, and it was founded during 2009-2011, developed on the EPrints platform. Using statistical module IRStatsit is possible to obtain the data on the quantity and quality indicators over the Library for downloads of all scientific productions or separate publications distributed within the specific collections (subdivisions by scientific institutions and their divisions, author name, period of time, topic of research, etc.) [8].

Since 2012 the web-translation tools for distant participation and conducting different scientific events (conferences, workshops, etc.) are used, particularly via Skype, Wiziq platform and others.

In 2014 the institutional system for conference support “Edu-conference” was projected and implemented [30]. By means of this platform the support of submission and reviewing the materials of participants of Ukrainian Scientific Conference for Young Scientists “NaukovaMolod’” and annual reports for the conferences of IITLT of NAES of Ukraine is held.

Development of experimental activity of IITLN of NAES of Ukraine, which provides practical implementing of scientific studies into the educational process, is carried out within joint research laboratories, research projects at the regional and national levels, pedagogical experiments, etc. [22],[24,25,26].

2.2 The Expediency of Cooperative Work between a Research Institution and University Sector

Formation of a high-tech learning environment based on cloud technology, which would unite educational resources for learning purposes, support of scientific research, and cover different learning levels, could promote overcoming the gap between the research process, and the implementation and use of its results (that is a significant problem in context of Ukrainian education and science interaction) [27].

One of the possible ways to develop learning and research environment of educational institutions of Ukraine considering the latest developments in the field of scientific and technical progress is the cooperation among the research institutions and university sectorial, providing the joint research laboratories to implement the results of scientific studies, involving representatives of educational institutions to scientific researches, improvement of teaching staff training, encouragement of participation in the development of joint projects on sectorial, national, and international levels [27].

Establishment of joint research laboratories contributes to the spreading of the experience of activity management and its results; organization of joint events on sectorial, national, and international levels; improvement of the organizational techniques of research results’ implementation; overcoming the potential gaps between conducting scientific researches and the irpractical use.

This approach can contribute to the development of university autonomy, which is the aim of current reformations in higher education and is consistent with the adoption of the new Ukrainian Law on Higher Education.

The research areas of scientific and educational institutions are coordinated by developing the links with the joint laboratories, and thus the focus is made at those pedagogical issues, being currently at most need in educational space. By virtue of this the mechanisms of the research results’ implementation are improved. The proc-
esses of teaching staff training occur in close cooperation between researchers and teachers, in interrelation of educational process and scientific research.

On the basis of modern network technologies the possibility to appeal to the remote educational resources online appears. For example, it can be realized with the use of virtual laboratories and laboratory systems of remote access, university resource rooms and laboratories for conduction of demonstration experiments [27].

Trends associated with the processes of integration of universities educational environments, suggest their participation in regional clusters formation. Clusters are a form of cooperation in the field of scientific, research and innovative activity and are formed through the merger of companies and organizations relevant to a particular kind of industrial activity [10]. Cooperation can take the form of information exchange, resource sharing, pooling in terms of staff training and employment. In particular, one of the advantages of university clusters is the transfer of non-core functions of organizing and maintaining of the university ICT infrastructure functioning to the experts. To realize this purpose a separate IT department is created in the cluster [10], [27]. Thus the functioning of the high-tech infrastructure is conducted from a single center through outsourcing, i.e. ICT services required by a system are implemented through another external system.

The trend towards consolidation of higher educational institutions has gained acceptance abroad [13], [19], and is manifested in Ukraine. It consists of creating regional universities, which may contain several higher educational institutions. Implementing shared technological platform of the regional educational institution functioning on the basis of cloud computing is a way to solve a number of problems that arise when combining infrastructural ICT into a unite framework. In its turn it allows to access to the best examples of electronic educational tools and resources by those institutions that don’t possess the necessary financial support and powerful ICT units [27].

Besides, within the interaction network the university cooperation with research institutions and business structures can be realized, the processes of training, skills development, international projects implementation, linkages between schools and universities can be conducted.

This is consistent with the prospect of creation of integrated (sectorial, national) databases, data collections, resources that are made available to various educational institutions [9], [25]. In order to take advantage of such collections in full, it is also useful to implement tools of cloud computing [27].

2.3 The Joint Laboratory of the Institute of Information Technologies and Learning Tools of NAES of Ukraine, and Kryvyi Rih National University

For the aim of coordination and further development of the researches the Joint laboratory “Cloud Computing in Education” (CCELab) was created on the basis of Kryvyi Rih National University and IITLT of NAES of Ukraine (2012).

The main goal of the CCELab is methodological and experimental research of emerging e-learning technologies and exploration of different aspects of cloud computing application for education and personnel training.

So, main objectives of the CCELab are:
— coordination of research and development on the problems of using cloud technology in education, carried out at IITLT of NAES of Ukraine, National University of Kryvyi Rig, and some other national universities and institutions;
— development, testing, implementation and experimental approve of cloud cloud-based e-learning platforms, tools and services;
— investigations on cloud-based learning environments’ modeling and application;
— experimental study of cloud-based e-learning infrastructures for education and training of professionals;
— research for fundamental, methodical, technological, organizational and other use features, presupposition of an introduction and perspective ways of using cloud technology in education;
— publication and discuss of results of scientific and experimental study of the laboratory;
— participation in the organization of international and national scholarly conferences, workshops, etc.

Within the joint activities a range of electronic resources was developed: the site of joint research laboratory (http://cc.ktu.edu.ua/), scientific and educational cloud of the Department of Cloud Oriented Systems of Education Informatization of IITLN of NAES of Ukraine, which is used to organize joint activities and resources exchange; cloud oriented educational and scientific laboratory environment. A unique experience is the use of OwnCloud – software with open source, designed for development, modification of specific applications required for the organization of scientific and methodological studies.

In addition to the above, an annual international seminar “Cloud technologies in education” was founded within joint laboratory activity. The seminar is attended by representatives of more than 50 educational institutions from more than 20 cities of Ukraine and other countries – Russian Federation, Australia, USA, etc. The proceedings of the seminar are available in open access (http://cc.ktu.edu.ua/report.html). Also, the annual surveys on the development and use of cloud computing services in schools are held.

To show the state of the art of the cloud-based learning environment development and the rate of cloud-based services use by educational personnel in Ukraine the survey was made within the framework of the International internet-seminar “Cloud Technologies in Education” that is held annually since December, 2012. More than 120 members of 54 educational institutions from 22 cities and 18 regions of Ukraine took part in this seminar. The participants were concerned with the problems of cloud technology, well acquainted with the modern trends of technological development, and their organizations were well equipped and oriented for using advanced ICT. So, we involved them into appropriate interrogation.

The responses to the question: “What type of the cloud-based services is mainly used in your educational institution?” showed that 78% of participants had chose SaaS (Software-as-a-Servise), 29,3% – PaaS (Platform-as-a-Service), 22% – IaaS (Infrastructure-as-a-Service); and 31,7% – DaaS (Desktop-as-a-Service). The results are presented in Fig. 1 (the entries are not excluded).
To the question: “What type of the cloud-based platform or services are used in your institution?” we got the next results: Google Apps for Education – 76%; Microsoft Office 365 – 51.1%; Special Software (for example, the SageMathCloud) – 17%; 10.6% use public cloud services, such as Amazon, Microsoft Azure, etc.; 6.4% use services of the private cloud (Microsoft Azure, Xen, WMWare, etc.). These results are presented at Fig. 2 (the entries are not excluding).

As it appears from the study, the cloud-based services are widely used in Ukrainian educational institutions. But still their use is to be more systematic, to be organized into united system, to be consciously and purposely oriented at pedagogical aims. So there is a current need for the upgrading of ICT competence of educational personnel, mainly those ones who engage in providing educational systems with emerging ICT, in particular, public administration employees [28].
2.4 The Joint Laboratory of the Institute of Information Technologies and Learning Tools of NAES of Ukraine and Kherson State University

In 2011 our joint research laboratory on issues of using ICT in control of learning quality was created at Kherson State University. In 2013 the University was approved as the experimental base for research work of the regional level: “Computer-oriented quality management system of electronic educational resources in schools” (2013-2015). The experiment involved four pilot schools from Kherson region.

The aim of the experiment is to determine and verify experimentally the requirements and methods of evaluating the quality of electronic educational resources (EER) in pilot schools learning process. As a result of the experiment the didactic requirements and methodology for evaluating the quality of EER were determined and tested [26]. The significant part of the experiment was the development of the performance indicators for evaluating the quality of cloud oriented components and methods for evaluating the quality of electronic learning resources in the cloud-oriented environment. In 2014 within the experiment the cloud storage of open informational resources via Google Drive was created: https://drive.google.com/folderview?id=0BwItlyWdtLeIbU5pUWR6c0NiWTQ&usp=sharing. Thus, the experts have opportunity of sharable documents processing, editing, and updating, relating to expert evaluation activity.

The evaluation of the quality of EER in the cloud-based learning environment is a separate trend of the Laboratory activity. In this case there are different approaches and indicators. The access organization has been changed, so the models of learning activity have been changed also. That is a problem: what features and properties have to be checked to measure the pedagogical effect of the cloud-based approach? How to assess the pedagogical innovation, what are the factors of its influence for pedagogical systems, its structure and organization? Were the learning results improved due to the cloud-based models? In this context just the quality of EER is a criterion to estimate the level of organization and functioning of the cloud-based learning environment [22].

The perspective way of estimating the quality of EER is to be made by means of the cloud-based environment. As the resources are in collective access so there is a way to involve experts into the learning process so they could observe and research the functioning. This is a way to make the process of quality estimation more convenient, flexible and quick. The process of estimation becomes anticipatory and timely. The estimation may be obtained at ones with the process of EER elaboration, and this is very important to facilitate the process [22], [26].

The cloud-based learning component used in the experiment has undergone the quality estimation. The method of estimating the quality of learning resources developed in the joint laboratory of educational quality management via ICT [11] was used and adapted for this study.

The advantage of the approach is in possibility to compare the different ways of resources implementation with regard to the learning infrastructure set. There is a perspective of future research in this direction as for taking into consideration different types of resources and environments.
2.5 The Joint Laboratory of the Institute of Information Technologies and Learning Tools of NAES of Ukraine and Ternopil Volodymyr Hnatiuk National Pedagogical University

The joint laboratory was created for consolidating and coordinating the research work of scientists of IITLT of NAES of Ukraine and the Department of Informatics and methods of its teaching of Ternopil Volodymyr Hnatiuk National Pedagogical University. The general purpose of laboratory is implementation of cloud technology in the educational process of higher and secondary education institutions.

The objectives of lab researches are:

- integration of cloud-based and traditional applications into IT-infrastructure of universities;
- implementation and use of public clouds for learning process support;
- analyzing, testing, deployment, implementation and experimental approve of the private cloud platforms in higher education institutions;
- creating virtual laboratories based on corporate clouds, and their technical and pedagogical support;
- development of methodology of virtual labs application in the learning process.

We consider clouds as tools for solving the learning problems. Therefore, researchers help in deploying school clouds based on public platforms and obtaining academic licenses for them.

Scientists of joint laboratory researched the integration of cloud services Google Apps into information and educational space of higher or senior educational institution. They have offered that integration has provide unification authentication and access to learning objects. The unified authentication was designed on the base LDAP-directory. We have adjusted programs for synchronization of the LDAP-directory and public clouds (Google Apps, Microsoft Office 365) [17].

The participants of laboratory investigated models deployment of cloud technology in IT-infrastructure. The hybrid model have recognized most suitable to IT-infrastructure of higher educational institution. Open source platform for organizing enterprise clouds analyzed and tested during last year. We have identified IaaS model as most functional for enterprise clouds. The model of private academic cloud was developed.

The enterprise cloud of Department of Physics and Mathematics of Ternopil V. Hnatyuk National Pedagogical University deployed (http://cloud.fizmat.tnpu.edu.ua – available only from university network or through VPN). We have used Apache CloudStack as platform for this cloud [18]. Deployed cloud infrastructure contains such elements: 1 zone, 1 pod, 1 cluster, 3 hosts, 3 primary storages and 1 secondary storage.

In our cloud, Apache CloudStack provides:

- run above 100 virtual machines (VMs);
- connect VMs through simple and advanced networks;
- access to VMs through web-interface and standard protocol such as RDP and SSH;
- distribution of computing resources for VMs;
- create template and snapshot of VMs;
authentication through LDAP protocol.

We had deployed in cloud infrastructure several virtual networks. We can associate it with physical networks of IT-infrastructure. This allows to model routing process in Internet.

Scientists of joint laboratory are developing virtual laboratories for learning computer sciences, it is described in detail in the article[22].

Three joint research laboratories mentioned in the article were chosen to be the experimental base for the implementation of research on the topic: "Methodology of formation of a cloud-based learning and research environment of educational institution" (Decision of the Scientific Council of the Institute of Information Technologies and Learning Tools of NAES of Ukraine, №4 of March 04, 2015).

Within this research the overall investigation of the ICT competence of the students and lecturers was undertaken. In the focus of investigation there was research and educational community which was formed around the cloud-based trend of research. There were those engaged in research and training actions, seminars, webinars, conferences other events conducted by the joint laboratories involving the vast number of educational institutions. Besides three institutions were joint laboratories were established other institutions where collaboration was carried out under agreements on cooperation with IITLT of NAES of Ukraine also were included.

Among them there were:

─ National Pedagogical University, named after M.P. Dragomanov;
─ Drohobych State Pedagogical University, named after I. Franko;
─ Cherkasy State Technological University.

While forming the control and experimental groups of the experiment the next conditions were taken into consideration:

─ In the control group there were those participants of the experiment who had taken part in scientific and methodological events of the Institute and had shown significant interest in the use of cloud technology in their research and educational activity; but they had not be engaged into special training of research projects of the Institute, devoted to the cloud computing tools application — lecturers, researchers, post graduate students and others (58 participants);
─ In the experimental group there were those members who also had belonged to the scientific and educational community concerned with the cloud computing applications still they had been members of joint research laboratories and had taken part in special training devoted to CC application and also had been involved into research work in which such training had been supposed (60 participants).

Analysis of the results of pedagogical experiment formative stage showed that the distribution of ICT competencies in experimental and control groups is characterized by statistically significant differences due to the use of cloud services for educational and scientific purposes and also use of the appropriate methods for their application in the process of scientific and pedagogical staff training (Fig. 3).

Another stage of the experiment was related to a survey of students. The experimental group consisted of students who had studied math or informatics with the use
of cloud services due to the specially developed technique (overall by all experimental base – 50 students).

The control group consisted of students who had studied the same subjects and had been familiar with cloud services but used it without a specially developed method (120 students). Survey results are showed in Fig. 4. The distribution of ICT competences had statistically significant differences due to the use of the special technique.

Fig. 3. Measuring the level of lecturers’ ICT competence before and after the experiment

Fig. 4. Measuring the level of students’ ICT competence before and after the experiment

Thus, the analysis of the pedagogical experiment results showed that there had been a growth of ICT competencies of students and pedagogical stuff of educational institutions, that had had statistically significant differences, indicating the efficiency
of the cloud-based learning and research environment formation and relevance of the special technique that was used in the training of scientific and pedagogical staff.

3 Conclusions

Within the research the most important scientific and methodological problems which concern the development of learning and research environment of educational institutions in Ukraine were revealed. Among them there are: the pedagogical and technological parameters of the learning environment modernization determining; the methods of research and pedagogical personnel training development with the use of the cloud-based tools; the learning content improvement due to the cloud computing systems application for different learning disciplines; elaboration of methodical guides for the use of the cloud-based learning tools for IT-disciplines.

The specific complex of problems is connected to the use of cloud computing in the field of inclusive education which is one of research priorities of European scientific and educational community as it is reflected in Horison 2020 international program for research and innovations.

Among the possible ways of improving learning and research environment of higher educational institutions there are:

— wider use of emerging ICT tools and network technologies in the scientific and educational practice as its capacities essentially increased due to the use of cloud technology;
— more active involvement of international network information systems and infrastructures into scientific and educational activity of universities, so as to promote more openness and integration of scientific research and applications;
— organization of international cooperation, coordination and harmonization of national and international strategies for scientific and technological development, broader integration into the European educational and research space;
— expansion of cooperation among educational and research institutions; establishment of corporate structures of various nature (affiliated schools in manufacturing, training and engineering centers, research laboratories etc.) aimed at the development and implementation of advanced ICTs in various spheres of social activity, in particular in education;
— defining the prioritized and relevant researches in IT areas, particularly concerning educational technology and software for learning purposes to attract the attention of society, public sector and industry to this issues.

A promising solution for modernization of the learning and research environment of educational institutions is the development of cooperation through the organization of joint research laboratories that may contribute to the spreading the research results; organization of joint events on sectorial, national, and international levels; improvement of the organizational techniques of research results’ implementation; clearing the research priorities; overcoming the potential gaps between conducting scientific researches and their practical use, and so on.
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Abstract. The priority of education development is the introduction of modern information and communication technologies (ICT), in particular - technologies of mobile learning, providing improvement of teaching and educational process, accessibility and effectiveness of education for personal development according to individual inclinations, abilities, based on lifelong learning. Due to rapid expansion, proliferation and increasing of functionality of mobile technologies we should use their potential to improve and facilitate learning, ensuring accessibility, equity, individualization and flexibility. The analysis of the basic features and benefits of mobile technologies for lifelong learning was conducted. The model using mobile learning technologies for learning English phonetics is proposed in the article. The mobile application allows organizing the learning process of English practical phonetics. This article describes the methodical implementation of the proposed model for learning of English phonetics. Modern education in many countries, including Ukraine, foresees the necessity of learning foreign languages. The proposed mobile learning technologies help to achieve the main aim of learning foreign languages – forming the general and professional communicative competence of specialists in the globalized society.
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1 Introduction

This article describes the processes of developing and implementing the model of using mobile learning technologies for English learning using the mobile app, which is designed to teach practical English phonetics. Its main purpose is to increase English communicative competence and professional competence of specialists in a globalized society based on lifelong learning. As stated in the Project of the National Strategy of the Development of Education in Ukraine for 2012-2021 years, the aims of the National Strategy of Education are: increasing access to quality, competitive education for citizens of Ukraine in accordance with the requirements of innovative development of society, economy of the citizen; providing personal development according to the individual inclinations, abilities, needs-based on lifelong learning [5].
2 Related Work

Analysis of recent researches has shown that the priority of education development is the introduction of modern information and communication technologies (ICT), in particular - mobile learning technologies that ensure the improvement of the educational process, accessibility and effectiveness of education, young generation training in the information society. It should be noted, mobile learning is a new educational paradigm, where a new learning environment is created. Students can access to learning materials at anytime and anywhere, making the learning process comprehensive and motivation for continuing education and lifelong learning [4].

According to UNESCO, today there are more than six billion mobile phone subscribers worldwide. Thus, each person who accesses the Internet from a computer accounts two people, making it from the mobile device. Due to the widespread and rapid expansion of functionality of mobile technologies, UNESCO enthusiastically uses its potential to improve and facilitate learning, accessibility, justice, individualization and flexibility for students. The European Commission is funding a number of successful R & D projects focused on mobile learning. Over the years, these projects have been gradually evolved from the development of hardware and software that is targeting primarily at processes, to approach focused on the individual, in which mobile technology plays an important role, along with a fixed technologies to support learning in any anytime and anywhere [9].

In the definition of «mobile learning» given by S. Geddes [2] it is also mentioned the possibility of mobile learning influences on students' behavior and intellectual.

Theory and practice of usage of mobile devices and mobile educational resources in education is actively discussed at various scientific events. Since 2002, the International Conference «MLearnCon» is held, which focuses on applying mobile technologies in the context of learning and performance support, the strategies for integrating these technologies into the training mix, and the best practices for designing, developing, and delivering mobile content [10]. The International Conference of Mobile Learning, which was held since 2005 года, sought for providing a forum for the presentation and discussion of mobile learning research which illustrate developments in the field[6]. There are interesting results of the project «Mobile Technologies in Lifelong Learning: best practices» (MOTILL). The key concepts in MOTILL are Lifelong Learning and Mobile Technologies. The MOTILL project investigates how these technologies may impact on the diffusion of a social model where learning and knowledge are accessible to all, regardless of social and economic background, age, gender, religion, ethnicity or disability [6].

3 Problem Setting

Mobile learning is a part of a new pattern of education, created by technology that supports flexible, affordable, individual training. Daily use of students of mobile phones and other devices (tablets, digital assistants, MP3 players, flash drives, electronic-book readers and smartphones), which can be used in education, is now the main incentive of mass distribution of mobile learning. It is important to note that mobile technologies can help in the provision of quality education in the development
of children, youth and adults around the world, that is stated in the aims of the UNESCO program «Education for All») [9].

The purpose of the article is the design and implementation of the model of usage mobile learning technologies as a means for formation of foreign language communicative competence.

Tasks:
- Analyze of main features and benefits of mobile technologies for lifelong learning
- Find the attitudes of students to use mobile learning technologies
- Design of the model of usage mobile learning in English learning
- Mobile Application of Development for English articulation phonetics
- Description of methodical implementation of the mobile learning model

4 Main Features and Benefits of Mobile Technologies for Lifelong Learning

It is widely recognized that the idea of mobile learning is based on the training opportunities offered by mobile technologies. This method is most relevant when the student is not in the predefined place. Student uses the situational approach and available resources. Mobile learning also allows students to easily change places and conditions and combine training in several schools. Mobile education implies the emergence of a range of new methods of teaching and learning based on the belief that cooperation in terms of the traditional classes are often not as effective as it hoped [7].

Mobile education is closely connected life with training and this type of activity is not associated exclusively with the school or university [9].

Mobile learning is applied best as students’ queries support, communities and social networks for training at the working place and etc. Mobile technologies allow fixing students achievement, promoting social inclusion and supporting lifelong learning (MOTILL) [6].

Advantages of Mobile learning for lifelong learning:
- Improving of access to learning resources regardless of time or location;
- Using of inexpensive everyday technologies (hardware and software);
- Choose the own learning rhythm;
- Supporting for popular ways of interaction (social networks, e-mail, phone calls, SMS, forums, chat rooms);
- Fast and quality assessment and diagnosis of possible learning problems.

The adaptation of education to the changing needs of students, encouraging of education continuing to renew and expand the received knowledge, creating a culture of continuous learning, when students do not receive formal education, but also they get to use the technologies of personal use for getting information and extension of the scope of their knowledge are the powerful mobile learning tools to support continuing education [8].
5 Analysis of the Technical and Psychological Readiness of Students for Mobile Learning

We conducted the questionnaire of students of the Kherson State University to determine their technical and psychological readiness for use of mobile learning technologies. 160 students of the Department of Physics, Mathematics and Computer Science were questioned. The questionnaire showed that 99.4% of students have mobile telephones, 82% of which have smartphones, 33.1% have tablets, and 72.5% of students – notebooks.

Figure 1 shows the percentage of students’ phones that are equipped with the following technical features: 1. Internet access; 2. 3G Internet access; 3. Play of MP3-files; 4. Recorder; 5. Calculator; 6. Access to Java-applications (games, e-books, etc.); 7. Camera.

![Fig. 1. The technical equipment of students’ mobile phones](image)

The technical equipment of mobile phones allows students more than 80% of them go online, use e-books, dictionaries and reference books, play audio files.

![Fig. 2. Use of mobile phone applications by the students](image)

Fig. 2 shows which applications of mobile phones used by students, the numbers indicated by the following features: 1. standard browser to view web pages; 2. programs
for viewing of e-mail; 3. ICQ/QIP/Jimm; 4. programs for reading e-books; 5. electronic dictionaries; 6. office software (Word analogs, Excel, etc.); 7. training programs; 8. music player; 9. video; 10. voice recorder; 11. calculator; 12. games.

Analyzing the answers, we can conclude that the most commonly used functions such students are mobile phones, the use of browsers for browsing the web, calculator, audio and video players, receiving and sending e-mail, instant messaging. All other technical phone features are used is significantly lower. Low uses a voice recorder, office software for mobile phones.

Thus, students are not using their own mobile phones learning opportunities, despite the rather high level of technical equipment. But whether they are prepared psychologically to the use of mobile phones in the training? To answer this question, we have offered the students to answer the questions: «Would you like to download on your mobile phone all the necessary books and manuals for learning?»; «Would you like to use Internet resources for learning?»; "Would you like to use mobile applications at preparing for classes to form the necessary skills?».

Analysis of the responses showed that 82% of students would like to upload to mobile phone all the necessary books and manuals for learning, and 18% of the students answered this question in the negative. In answering the second question, opinions were divided as follows: 96% of students wanted to use Internet resources for learning, others answered in negative. Only 58% of students would like to use mobile applications at preparing for classes to form the necessary skills, others do not consider it necessary. At the same time the need for the use of mobile technologies is increasing among students, depending on the year of study. Students were asked to choose the discipline that would be convenient to study with the help of mobile technologies. More than 80% of students have chosen the foreign language. This choice is defined by the need to form foreign language skills for future career, and for this purpose mobile technologies offered: dictionaries, electronic reference books, listening to audio files, watching videos, communicating with native speakers, etc. Thus, the students have sufficient technical capabilities and high level of preparedness for the use of mobile technologies in education.

Obviously, for the use of the new possibilities of mobile learning in the educational process it requires organizational, research and methodological work on the implementation of modern policies, forms and methods of mobile learning in the educational process.

6 Mobile Learning Model of English during the Life

Mobile learning model of foreign languages, based on the basic functions of teaching and ICT opportunities; it includes a set of purposeful and orderly, and the sequence of actions of the teacher and the student through joint and individual study of structured training resources [3]. Thus mobile learning in vocational education should be based on the principle of interactive self-managed learning that will reduce their destructive impact of information and communication technologies on the social and cognitive learning activities [4].
Mobile Assisted Language Learning (MALL) is technology of language learning using handheld mobile devices such as mobile phones (cell phones), MP3- and MP4-players, PDA, iPhone or iPad, and more. MALL is a subset of mobile learning (m-learning) and Computer Assisted Language Learning (CALL). Taking the results of the analysis of existing developments, it has been designed the mobile app English Sounds to study English phonetics. The application has a simple and user-friendly design and intuitive interface. The mobile app English Sounds can be used by pupils, students, teachers, university professors and for self-study. The main aim of the mobile application is open the opportunity for the students quickly and easily learn the material in the articulation phonetics. It gets teachers the new pedagogical opportunity in education. The program includes systematic data in the pronunciation of English sounds. It will not only improve existing skills of pronunciation, but also improve the communicative and professional competence of future specialists. Home page (Fig.4) consists of a matrix of elements - sounds. Information is presented structurally, so the division is made not only at vowels and consonants, but there is division on the subcategory (short/long, sonorous/voiceless sound, etc.). It makes the navigation easier and search the sound faster.

The number of icons horizontally and their size was determined based on the maximum convenience, easy and accurately pressing the buttons on the devices of different screen resolutions. The matrix is organized in such way that all its elements (vertical) fit on the two screens.

After clicking on the sound icon at the main page, there is a redirect at the page with information about it (Fig. 4).

YouTube tab has view of the embedded video, which is already included the word examples and comments about the correct formulation of the lips and tongue in the pronunciation. There is need the Internet connection to view it (Wi-Fi, etc.).
The application is implemented with mobile devices of OS Android version 4, 5, 6. In addition to Java-programming, there are tools for software development: system of automatically assembly Gradle, built on Apache Ant principles and Apache Maven; IDE Android Studio; Custom TextBox with Typeface of fonts of Dosis; YouTube API; component for playback SoundPool.

In particular, the mobile application was developed according to technical requirements that apply to educational software. Thus, according to the international standard ISO / IEC 9126 there is list of basic requirements: • Functionality; • Reliability; • Usability; • Efficiency; • Maintainability; • Portability.

Compliance with requirements at designing software allows creating a really high quality product. Its usage in the educational process will allow implementing an effective learning.
8 Conclusions and Outlook

Most of today's pupils and students are technically and psychologically prepared for the use of mobile technology in education. Mobile learning technologies can be a good addition to the traditional ones thanks to its advantages: availability, efficiency, individualization, flexibility [1]. The result of our research is design and implementation of the model using mobile learning technologies for learning English using the mobile application designed to learn practical English phonetics. The main purpose of it is to improve general communication and professional communication competence of specialists in the globalized society based on lifelong learning.

For effective use of the potential of mobile learning the mutual efforts on the part of educational leaders, software developers, trainers and teachers are required.
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Abstract. A continuation of the retrospective analysis of research results of social networks and their use in modern education prospective analysis of using electronic social networks in the learning environment is carried out. Possible changes in teaching methodology when new objects - electronic social networking services, appear in the system of education are studied. Attention is paid to emphasis change from the network communication to productive discussion structure as well as from collaboration to cooperative learning methods for students. The problem of improving information and communication competence of all partners of learning process is described.
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1 Introduction

A noticeable increase in the number of Internet social networks and global involving people in their use is one the forms of expression and development of communication network, that appears to be the basis of the information-oriented society.

Nowadays, electronic social networks (ESN) are the instruments by which a large number of users of the global network get more opportunities for communication, accumulation and transfer of knowledge, use of their own creativity in educational, scientific and socially important problem solving, generation ideas, etc.

It is our opinion that, the use of electronic social networking in education can have a synergistic effect, related, in particular, to the fact, that combined use of several mutually agreed pedagogical strategies appears to be more useful than implementation of any isolated one.
2 Related Work

In [1] we have analyzed a current state of educational research of ESN and formation of practical experience in their use. Retrospective analysis of social networks studies is made taking into account characteristics of their formation in terms of expanding communication space of globalized society; transformation of the old and the emergence of new practices of social interaction in different spheres of society. Based on the comparison of ESN potential and educational outcomes, as benchmarks of learning, we have defined pedagogically appropriate practical training tasks. Organizational forms of training, in which the use of ESN comes to be the most efficient, are also specified.

It necessary to point out that in recent years the formation of practical experience, activization of attempts of social networking services use in teaching practice has been observed in activities of teachers-bloggers, members of popular interest groups on Facebook (e.g. ICT - learning of Ukrainian teachers, Learn with Google, Educational technologists, PC in physical experiment) and professional communities on Google+. But this process is not accompanied by didactic and psycho-pedagogical substantiation.

Researchers, involving experience of foreign educators [2; 3], have identified a score of psychological, social and pedagogical arguments in favor of their application. Hereby we mention only a few which, in our opinion, are the most convincing.

1. ESN provide free use of a server for storing digital data.
2. ESN are popular among young people. This is a comfortable, convenient, positively disposed, familiar environment for the student.
3. With ESN as a teaching tool, students improve ability and create skills: properly and creatively use data to solve problems jointly create learning content, engage others and engage themselves in projects through various forms of communication (wikis, forums, polls, voting, comments, personal messages, chat, etc.), schedule (events, appointments, reminders of important dates) observe and coordinate their work.
4. A classroom discussion can be continued in the social network. Learning takes features of continuity.
5. A virtual learning group, set up in ESN, is always available if using mobile Internet.

3 Perspective Analysis in Pedagogical Research

Equally important than a retrospective analysis of the phenomena is a perspective analysis of educational innovations. Prospective analysis of pedagogical innovations is equally important. Results of this analysis are probabilistic in nature, but without ones, it is impossible to prove both projected growth of education in general and specific subjects teaching techniques in particular. It is necessary to identify the factors that will make a significant impact on results of studies with the use of ESN, as well as degree of this impact due to the establishment and compliance with certain psychological and pedagogical conditions. In prospective analysis we understand studies of educational system by parameters, which determine its future status. The peculiarity
of such analysis is in projection of the past and present state of the object in the future, focus on the selection of specific behavioral strategies of learning process with many alternatives and forming an integral conception of development of educational system. It is assumed that due to changes in state of real learning environment it is possible to correct a strategic plan of behavior of individuals of educational process. It is also important to identify the causes and factors that can negatively influence results of learning activities and elaboration of precautions. In a prospective analysis and conceptual foresight, as a rule, qualitative changes appear to be important aspects when quantitative ones play a supporting role. For prospective analysis of electronic social networks use in the learning environment we offer the following indicators: the intensity of communication, indicator of thematic communication, self-activity indicator, the amount of interpersonal interactions, the set of competencies or academic performance.

Much can be debated about the pros and cons of ESN use. However, their dynamic use has become an active part of modern life. We are of the opinion that it is more effectively to focus on overcoming significant conservatism of teachers, which takes a form of oppenency to any innovations, and on specific recommendations as for use of ESN in training and education. An active resistance to change can be overcome if: there is awareness of the essence of ESN, there are no restrictions in accessibility of ESN resources, there is an understanding of the negative consequences of neglect of student’s safety in network.

4 Research Methodology

Conceptual theses of national and foreign social philosophy, sociology and psychology, made while researching development and functioning of social media in modern society, have made up theoretical basis of our research. We also used the theoretical conclusions of scientists regarding informatization of education (V. Bykov, R. Gurevich, M. Zhaldak, A. Gurzhiev, etc.) and scientific and education principles of formation and use of information learning environments (V. Bykov, Yu. Zhuk, V. Olijnyk, Ye. Polat, etc.).

Several theoretical methods: analysis of research problems in scientific publications; study of the experience of using electronic social networks in the learning process, methods of comparative analysis, methods of mathematical statistics for processing quantitative characteristics of phenomena under research are used in the study.

Some conclusions of our study also found evidence in thesis work results of national and foreign educators and researchers (T. Arhipova, Ben Romdan Sami, H. Kuchakovska, N. Tverezovska, I. Vylegzhanina and others).

5 Results and Discussion

For 20 years the study of the structure and functioning of learning environments with the use of information and communication technologies (ICT) has been urgent. Experts of various disciplines: technical, physics and mathematics, pedagogical and
psychological, take part in them. Innovations in pedagogy can not be considered in isolation from changes in society in general.

Environmental factors are objective conditions that occur independently from the institution, student and teaching staff, influencing it.

Electronic social networks are widely used today in the life of many people, their popularity is growing rapidly, that is indicated by numerous statistical reports of Internet companies, including site «Alexa's digital marketing tools» (http://www.alexa.com/).

We conducted a survey (without use of computer devices and the Internet). The survey involved students and teachers both urban and rural schools (Table 1).

<table>
<thead>
<tr>
<th>A number of residents in community</th>
<th>Number of respondents</th>
</tr>
</thead>
<tbody>
<tr>
<td>over 1 million</td>
<td>79</td>
</tr>
<tr>
<td>from 300 000 to 1 million</td>
<td>78</td>
</tr>
<tr>
<td>from 100 000 to 300 000</td>
<td>48</td>
</tr>
<tr>
<td>from 50 000 to 100 000</td>
<td>8</td>
</tr>
<tr>
<td>from 10 000 to 50 000</td>
<td>31</td>
</tr>
<tr>
<td>from 2 000 to 10 000</td>
<td>109</td>
</tr>
<tr>
<td>from 700 to 2 000</td>
<td>40</td>
</tr>
<tr>
<td>under 700</td>
<td>21</td>
</tr>
</tbody>
</table>

It emerged that among students aged 14 to 18 using social networks (such as Facebook, VKontakte and Odnoklassniki) there were 95.2% of respondents. So, in our opinion, not to try using this tool for the purpose of studies would be wrong. At the same time, provided that only 2.2% of teachers do not have access to the Internet, only 66.3% use social networks when working with students and / or parents. We have found that teachers in their professional activity are more inclined to use ESN to communicate with colleagues (61%), to advise students on the subject (41.5%), to get
information on additional resources on subject topics (39.8%), to communicate with students as class master (38.1%) and to put online homework (36.4%). Much less attention is paid to such opportunities as setting up an informal communication on the subjects content (23.7%) and designing of joint educational projects (21.2%).

By creating a "learning situations", which are focused on the use of ESN, a teacher can promote universal learning activities (personal, regulatory, cognitive, communicative) that will provide the development of skills of independent acquisition of new knowledge and skills, formation and development of critical thinking, development of communicative skills of students. Fig. 2 outlines a design process of learning situation in conditions of ESN use by a teacher.

![Fig. 2. A design process of learning situation (1 – specification; 2 – shaping)](image)

With ESN services one can arrange a rap session in the form of discussion when development of students' subjectively new knowledge happens by expressing their own thoughts and by comparison of opponents’ views on the issue. The situation where the emotional and intellectual stimulus encourages to active thinking is created. Leaders manages the process of discussion. Usually, that is a teacher. It is he, who has to define the topic of discussion, the main question (up to five), to determine the course of the discussion, choose basic training and other materials for participants. Keeping rules of ethical behavior is necessary condition, which everyone should agree.

One of the latest trends in business success is a process of joint activities in intellectual sphere of individuals or organizations to achieve common goals at which the exchange of knowledge, learning, and as they say, agreement occur. If collaborative learning (learning in cooperation, teamwork) is perceived as a certain theory of interaction in the learning process, determining its overall direction, the cooperative learning is a means of implementing collaboration.

Cooperative learning is focused on the use of quantitative methods that take into account achievement, that is learning outcomes. Cooperative learning is a structured, systematic training strategy in which small purposefully selected group of 3-5 stu-
Students work together on a common goal, creating a final product that has semantic specificity. The group inhomogeneous. The group consists of students of different levels of success, different abilities and skills. Thus, every student responsible individually for results of work, and a teacher acts as an advisor of group learning process. All students in the group are responsible for the work (there is no a leader). Cooperative learning is more focused than the system of collaborative learning activities, and more centered on a teacher. Cooperative work in a group includes both successful promotion in the cognitive process of each student and breaking ice, as well as maintaining good working relationships between team members. A number of social skills: ability to listen, respect an opinion of an opponent, expressing criticism to correct errors is necessary for successful cooperative work.

Collaborative learning includes such formats as group projects, joint development and so on. In the context of e-learning, collaborative learning gained a new interpretation (computer-supported collaborative learning). First of all, it is connected with the use of Web 2.0 services, social networking apps, that support mutual activity, virtual communities for the purpose of learning.

The methodological approaches, mentioned above, require "new literacy" [4] of the teacher, a higher level of information and communication competence (IC-competence). On the other hand, active use of ESN and other means of ICT in educational practice leads to gradual development of IC-competence. The teacher possesses methods and styles of information learning activity, that is adequate to the situation, that occur in the process of educational information environment development; forms skills of effective network interaction of educational teams in a global information and education space; develops competencies, needed to shape effective learning programs in open information and educational environment; learns modern tools of conceptual foresight, analytics and diagnostics of educational results.

---

**Formation of subjectively new knowledge**

![Diagram](image-url)

**Fig. 3.** Particular issues associated with ESN use learning
6 Concluding Remarks and Future Work

In our view, the readiness of a teacher to changes that are focused on active and effective use of ESN in his T and E activity; capacity for effective cooperation and experience exchange with teams of educators in their professional field; knowledge about new teaching methods that provide flexibility and adequacy of the implementation of new ICT in the learning process could not emerge spontaneously, without purposeful pedagogical influence. Creation of appropriate learning courses for teachers is actual problem that requires a solution. We offer to create guidelines for teachers around the following ideas. 1. The effectiveness of group interaction. 2. A need for self-development as a component of cognitive creativity of senior students. 3. A research of features of instructional design of information and educational learning environment. 4. Use of electronic social networks towards the problems solution of various educational formats synchronization and in order to build an integrated trajectory of individual learning.
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Abstract. The competence-based professional education is the objective phenomenon in education brought to life by social and economic, political and educational and pedagogical factors. One’s competitiveness at the modern job market usually depends on ability to operate new technologies, ability to continuous self-education and fast adaptation to various working conditions. Modern job market imposes the whole layer of new requirements on an employee which are taken into account on inadequate level or aren't taken into account at all in the training syllabus for specialist degree in different subject areas and in maritime education in particular. The main idea of the competence-based approach is that education has to provide not isolated knowledge and skills but to develop students' ability and readiness for future professional activity in various social and working conditions. The competence-based education, which has been introduced in many countries, is nevertheless a new way of organizing educational process in Ukrainian higher educational institutions. Because maritime education is of international nature, the introduction of the competence-based approach into cadets training program is of immediate importance nowadays. Search for effective forms of the educational process organization, which will allow combining the academic, practical and simulator trainings of specialists in this area, is an integral part of teacher’s work at higher education institution.
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1 The general problem statement and its actuality

The decree of President of Ukraine “On measures for priority development of education in Ukraine” dated by 30 September 2010 № 926 determined the number of measures for introduction the regulations in Ukraine, aimed at coordination the national system of education quality assurance with the general European system [4].
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Based on modern society requirements, the education quality assurance should be based on the formation such competencies and skills in future specialists that enable to use practically knowledge and skills for the benefit of all Europe.

In the National Standard System of Higher Education the requirements and qualifications are clearly stated, the list of socially and professionally important knowledge, skills and competencies is provided, which are required from the graduate of high institution not only by the national labor market, but also by the European Community.

The National System of Qualifications should be the basis for the introduction of competence-based approach in higher education, including its components – the National and Branch qualifications limits. The National qualifications limits is implemented in order to:

- introduction of European standards and principles of education quality assurance with the requirements of the labor market competencies to professionals;
- ensure harmonization of standards of legislation in the field of education and social, labor relations;
- promote national and international recognition of qualifications acquired in Ukraine;
- establish the effective cooperation of sphere of educational services and the labor market. [3]

Conformity of the quality of graduates’ training of high school with the requirements of branch standard of higher education is determined by social and personal (SPC), general scientific (GSC), instrumental (IC) and professional competencies.

The idea of competence-based approach in teaching was originated in the early 80th of the last century, the article by W.de Landshyeer “The concept of "minimum competency" was published in the journal "Perspectives. Question of Education"[8]. Initially, it was not the approach, it was the professional competence of the person as the aim and the result of education.

The competence in a broad sense is understood as "in-depth knowledge of the subject or mastered skill." In due course, there was expansion of the size and content of the concept. Since the end of the last century the scientists began to speak about competence-based approach in education (V.A.Kalney, A.M.Novikov, V.V. Serikov, S.E.Shishov, B.D.Elkonin etc.). [6, 7 10]. Today there are different approaches for understanding the core competencies. Some authors emphasize the personal properties, others - on the knowledge and skills that can be transferred to various conditions.

We will proceed from the fact that competence is the capability and readiness for the implementation of certain actions or functions and competence-based approach in education - a target orientation of educational process on the formation of competencies defined by branch standard, either socio-personal or professional.

The competency-oriented professional education - is an objective phenomenon in education, inspired by socio-economic, political, educational and pedagogical preconditions. At first, it is the reaction of professional education on the changes in the socio-economic sphere, the processes that have emerged with market economies. The
market puts forward the whole layer of demands to the modern specialist that are insufficiently included or not included in the programs of specialists training.

These new requirements are not hard connected with some discipline, they are interdisciplinary and universal. Its formation requires not only new subject matter, but other educational technologies. The competence-based approach allows to:

- coordinate the purpose of study, which the teacher puts with students’ goals;
- unload students not by reducing the content, and by improving the part of individual self-education;
- prepare students for conscious and responsible learning, the necessity of constant self-education;
- and most importantly, in our view, provide the labor market by competitive specialists.

**The object of the study** is to determine the conditions and methods to formation of information competence for students that will promote assimilation of its professional skills.

Based on the objectives of the study were identified the ways of its solution.

The first phase of the study included the following types of work: bring the work programs in compliance with the STCW Code, IMO model course 7.02 and 7.04 and establishing the nature of interdisciplinary connections. In the second stage was done processing teaching methods of disciplines, also reviewed the content requirements for laboratory work in accordance with the competence approach and to implement interdisciplinary courses.

The third stage was dedicated to the order of evaluation procedure results obtained knowledge of students according to the content learned discipline, executed complex laboratory work to ensure appropriate skills

## 2 Solving basic problems

In our opinion, the introduction of competence-based approach in specialists training system is most important in marine industry, which is international in its essence. Specialists of maritime industry should comply with International Maritime Organization (IMO) irrespective of the country in which they got the education. The list of these requirements is in the International Standard of Training, Certification and Watchkeeping of Seafarers (STCW). The competence-based approach to multilevel training of marine specialists is the base of this document.

For example, we consider the STCW Code for marine electricians, there are two levels of training - electrician and electrical engineer. The document provides the basic functions for each level of specialty (e.g. at operation or support level) and competences are marked for each function, which should have the specialist. The higher level of specialist training, the greater the number of competences he should have. There is an example of part of STCW Code (Table 1).
### Table 1. Specifications competencies specialty for marine electricians

<table>
<thead>
<tr>
<th>№</th>
<th>Competence</th>
<th>National code competency</th>
<th>Requirements convention STCW</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Professional competence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Specialized and professional competence</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.</td>
<td>Safe use of electrical equipment</td>
<td>SPC-01</td>
<td>A-III/6</td>
<td>At support level</td>
</tr>
<tr>
<td></td>
<td><strong>The general science competence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.</td>
<td>Basic knowledge of the fundamental branches of mathematics, to the extent necessary to own mathematical tools relevant industry knowledge, ability to use mathematical methods in their chosen profession.</td>
<td>GSC-2</td>
<td>At the level of exploitation</td>
<td></td>
</tr>
<tr>
<td>2.</td>
<td>Basic knowledge in computer science and information technologies; use software skills and skills in computer networks, the ability to create databases and use online resources.</td>
<td>GSC-3</td>
<td>At the level of exploitation</td>
<td></td>
</tr>
</tbody>
</table>

Today, the labor market dictates to education system what level of specialists’ knowledge it needs. And competence-based approach is an attempt to bring in line the professional education and the requirements of employers. Competence-based approach suggests that the significant results of education are recognized outside the education system.

From the 2014-2015 school year in the Kherson State Maritime Academy the experimental research work in the integration of educational process on the basis of competence-based approach to the state education policy of Ukraine was started. [3]

All training departments of the academy are actively involved in the project. The teachers of department of information technologies, computer systems and networks have developed the new working program of courses in which the disciplines are considered as the mean of mastering the certain competencies within these disciplines.
Competence-based approach fixes and sets up the subordination of knowledge and skill sets. An important role in this process is computer science as a science and a subject, as competencies, which are formed during the study of the subject can be transferred to the study of other objects to create the integrated information space of cadets' knowledge.

To show the interdisciplinary connections the teachers of the department acquainted not only with the work programs of other disciplines, but also discussed with the leadership of faculties and departments the level of information culture should have the cadet for successful studying the special disciplines. As a result of this work in the discipline “Information Technologies”, that studied on first year, new themes were added and the content of course “Computer Science for Skippers” has been revised and has acquired the applied nature.

The content of the course “Information Technologies” has two components:

1. Theoretical Computer Science, which is currently one of the fundamental areas of scientific knowledge, it forms the system-information approach to the analysis of the environment.
2. Information Technologies, which represent the methods and means of obtaining, transformation, transmission, storage and use of information. This component has extremely the important practical importance; it takes the social order of society to prepare the future professionals of the field of marine branch in the information world society.

The main purpose of the discipline “Information Technologies” is developing the information and communication competencies. The information and communication competence can be seen as a comprehensive ability to search, select the information, analyze, organize, represent, pass it; simulate and design objects and processes, implement projects, including in the area of individual and group activities. [5]

Most courses in computer science can be realized by means of competence-base approach. After analyzing the content of the courses we have identified the following competencies and described them from the point of view of the subject and with the aim to expand on other disciplines (Table 2).

<table>
<thead>
<tr>
<th>The competence</th>
<th>Projection common objective competencies to curriculum subject</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Key</strong></td>
<td><strong>Generalized (common objective)</strong></td>
</tr>
<tr>
<td>Work with different media.</td>
<td>Skills of work with the applied software, multimedia reference books, electronic books, Internet resources.</td>
</tr>
<tr>
<td>Use of information and telecommunication technologies.</td>
<td>The application of information and telecommunication technologies for solving a wide class of</td>
</tr>
<tr>
<td><strong>The competence</strong></td>
<td><strong>Projection common objective competencies to curriculum subject</strong></td>
</tr>
<tr>
<td>-------------------</td>
<td>---------------------------------------------------------------</td>
</tr>
<tr>
<td><strong>Key</strong></td>
<td><strong>Generalized (common objective)</strong></td>
</tr>
<tr>
<td>Information Competence</td>
<td>Job information (search, converting, storing, systematization, analysis and selection of information).</td>
</tr>
<tr>
<td></td>
<td>The wording of the purpose, plan of action, awareness of the presence of certain requirements to the product of its activity.</td>
</tr>
<tr>
<td></td>
<td>Possession of stylistic techniques</td>
</tr>
<tr>
<td>Communicative competence</td>
<td>Dialogue the &quot;man-machine&quot;</td>
</tr>
<tr>
<td></td>
<td>Group work</td>
</tr>
<tr>
<td></td>
<td>Tolerance</td>
</tr>
<tr>
<td>Educational-cognitive competence</td>
<td>The ability to propose hypotheses, ask questions to the observed facts and phenomena, evaluate the initial data and planned result</td>
</tr>
<tr>
<td>The competence</td>
<td>Projection common objective competencies to curriculum subject</td>
</tr>
<tr>
<td>----------------</td>
<td>-------------------------------------------------------------</td>
</tr>
<tr>
<td><strong>Key</strong></td>
<td><strong>Generalized (common objective)</strong></td>
</tr>
<tr>
<td>General cultural competence</td>
<td>The ability to issue the results of its activities, submit it at the present level</td>
</tr>
<tr>
<td></td>
<td>Understanding the place of science in the system of other sciences</td>
</tr>
<tr>
<td></td>
<td>The ethics of labor and social relations</td>
</tr>
<tr>
<td></td>
<td>Creation of conditions for self-realization, self-knowledge</td>
</tr>
</tbody>
</table>

The main task of the competence-base approach is to find out and to include in the educational trajectory that, without what the professional training can be happened, what is necessary and sufficient to know and be able to do the future professionals in the maritime industry. For this purpose we adjusted the content of educational material of disciplines by means of the implementation the tasks of following types:

- Tasks containing a large amount of text data and information presented in tables, charts, graphs, drawings, diagrams (transforming of information, work with different types of information).
- Tasks, in which it isn’t clear to which area of knowledge it is necessary address to determine the method of action or the information (selection of the necessary software, the use of competencies in practice).
- Tasks, with a large number of tasks of different topics and different formats that require different algorithms for solving, forms of records of the answer.
- Tasks to optimize solutions.

Preferably it is necessary to use not formalized, but meaningful statement of the problem, so that the most difficult but important for getting the experience for solving problems, stage of formalization will be completed by the cadet.

For example, at learning the optimization, classic transportation tasks and use the capabilities of MS Excel for solving the tasks, formulas of specific functions and constraints are offered. But it is much more effective to give the applied task, for the solution of which the student should reasonable formulate the objectives, describe the...
task and its limits in terms of selected technologies, create the information model of the task.

To generate activity algorithm for solving the tasks it is necessary to train cadets of the implementation of sequence of the following stages:

- Formation of the needs and intentions of a particular activity;
- Selection of required software and the way of activity;
- Planning of activities, description of restrictions;
- Implementation of actions;
- Analysis of the results.

Competence-base approach focuses on the use of knowledge and skills in the so-called extra-curricular, life situations, including in solving practical professional problems. The basis for the formation of competencies in students of 1 course is their experience, gained earlier in life and learning situations. But we must take into account the different levels of school knowledge in first-year student at updating knowledge in training lessons.

Therefore, the offering the individual tasks, tasks of different complexity, participation of students in project activities is the necessary ways to individualization of the learning process and encourage them to creative self-dependent scientific and practical work.

During the laboratory practical course "Information Technologies" in the first semester, the tasks of different difficulty levels can be presented and cadets can choose the tasks. This method will allow the cadets objectively determine their level of subject competence, well-prepared students will be able to realize the high potential, and students who has the poor basic training, avoid getting psychological trauma and motivate them to deepen knowledge. At the initial stage of training, the level of conformity cadets with the requirements prescribed for them is presented and it allows the teacher to adjust the methodical forms of teaching classes and forms of control according the results.

If we analyze the content of the discipline "Computer Science for Skippers" studied by the cadets of 2nd year of training, during the laboratory work, the subject competencies are formed that associated with the use of means of data processing presented in tabular form; using the computing techniques, mathematical and information modeling, business graphics can be purchased and secured in the study of this discipline. The content of the subject has interdisciplinary connections with many subjects, particularly with the disciplines: Ship computers and computer networks, Navigation information systems, Descriptive geometry and engineering graphics; Theory and construction of vessel, and others.

The basis for the formation of subject competencies is put at first year during studying the discipline Information Technologies. The study of functionality of spreadsheet (for example, Microsoft Excel) is intended, to explore the possibility of systematic presentation of information in tabular form and performance calculation works of any complexity, to demonstrate practical importance of informatics and implementation of interdisciplinary connections.
Further, the subjects of some laboratory works of the discipline "Computer Science for Skippers" are given:

Task 1. Calculation of the latitude variation, the longitude variation and the coordinates of points of departure and arrival of vessel.

Task 2. Calculation of directions as to the geographic meridian and diametric plane of the vessel.

Task 3. Calculation of the arc’s parameter of a great circle for mapping using MS Excel.

Task 4. Calculation and construction of static stability diagram using MS Excel (Figure 1).

**Formulation of the problem.** With Excel spreadsheet to perform calculations static stability shoulder and construct a diagram of static stability and dynamic stability diagram, constructed in the same coordinate axes.

![Figure 1. Example of solving the cadets with MS Excel](image)

Task 5. Calculation the course at navigating on LDC (large diameter circle).

Task 6. Calculation and construction of curve of total inertial error of gyrocompass, arises in resulting maneuvering.

Task 7. Calculation of coordinates of the vessel by the direct analytical method (by two measured heights) with the help of MS Excel.
Task 8. Calculation the assessment of the accuracy of vessel place by three equilateral bearings using MS Excel.


Task 10. Conducting the navigation calculations at planning of vessel voyage using MS Excel (Fig. 2).

**Formulation of the problem.** Given the coordinates of waypoints, you need to calculate the exchange rate to move in the next point, the length of each section of the route. It is also necessary to determine the total length of the route, as well as build a circuit-moving vessel.

![Fig. 2. Example of solving the cadets with MS Excel](image)

As it turned out, the cadets have difficulties in solving meaningful problems, but solving them, they are acquiring invaluable experience of professional competence.

It should be changed not only the working programs of disciplines, content and methods of education, but also it should be realized that personality of the teacher, who uses competence-base approach, should meet certain requirements [9]:

- Set the goals and estimate the level of its achievement together with the cadets.
- Evaluate the achievements of students not only by the mark but by the meaningful description.
- Connect the investigating material with professional direction, everyday life and cadets’ interests.
- Plan the lessons with all variety of forms and methods of educational work.
- Strengthen the knowledge and skills in educational and extracurricular practice.
- The ability personally to orient in the situation in the labor market.
Take into consideration the cadets’ ideas.
Successfully solve own problems.

3  Conclusions and directions for further research

Competence-base approach makes the cadet a major participant of the educational process with his individual goals and objectives. This approach allows directing the educational activities to involve students in active, conscious activity, the development of information, communicative, educational, cognitive competencies and the development of the personal cadet’s potential, forming self-appraisal, self-control and teacher’s reflection that allows to achieve the better results in education.

It is the complex issue to connect the learning results and competencies, to which it should be paid much attention. The orientation on the results of education is now the urgent issue for Ukrainian high school, and it requires the integration of academic and professional education, recognition of the qualifications, getting in the process of higher education, the development of the education during whole life. Society should get used to the situation when the description of the results of the education will be provided in the language of competencies.

As a result, we note that the essence of the new paradigm of education can be characterized by the following factors:

1. The displacement of the main emphasis from mastering the large amounts of information to master the methods of continuous acquisition of new knowledge and the ability to learn independently;
2. The mastering of skills to work with any information, with mixed, contradictory data, forming the skills of independent, critical way of thinking;
3. The gradual change of the traditional principle “form of knowledge and skills” to the principle “to form professional competence.”

Today there are already the first results of the implementation of competence-base approach in the educational process. One of the positive issues is the changes that have occurred in the redistribution of motivational aspects of cognitive and training activity of cadets.

During two academic years we observed the changes in the motivational component of the educational process, namely, we were interesting how the content of the course “Computer Science for skippers”, the strengthening of applied direction of the discipline and the interdisciplinary connections of the courses affect on the interest of students, increase their motivation level. The following types of motives were selected:

— motives for avoiding troubles (traditionally they had the higher percentage of dominance);
— motives of the content of educational activity;
— motives of attitude to the learning process.
Questionnaires of the cadets showed what types of motives are dominant. The motives of the content of educational activity were put at the first place.

The data are given in the table (see. Table 3) and represented in the diagram (Fig. 3).

### Table 3. Motives of educational activity

<table>
<thead>
<tr>
<th>Study year</th>
<th>Motives avoid trouble</th>
<th>Motives of educational content</th>
<th>Motives related to learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>2014-2015</td>
<td>44%</td>
<td>36%</td>
<td>20%</td>
</tr>
<tr>
<td>2015-2016</td>
<td>40%</td>
<td>42%</td>
<td>18%</td>
</tr>
</tbody>
</table>

**Fig. 3.** Diagram of distribution motives of educational activity

In terms of implementation of competence-based approach into practice the training of specialists maritime industry, information literacy is the basis of formation of professional competence of students, promotes the informed use of information technologies for solving applied problems in finding and making decisions in predicting and analyzing the results of solving problems.
At this stage in the KSMA the experiment in the introduction of competence-base approach in the educational process is conducting.

Today we have the task to analyze the results of the experiment to further adjustment of educational material and forms of learning.
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