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Abstract

One of the most challenging problems in sentiment analysis is an analysis of multiple targets in the same
text without clear boundaries between target contexts. This problem is even harder for Ukrainian and
Russian languages because of the lack of datasets and established approaches. Responding to the business
needs of our company, we created the bilingual dataset, manually annotated for targeted sentiment
according to strict guidelines. This dataset allowed us to fine-tune a pre-trained multilingual BERT model
and improve key metrics (macro F1, F1 for negative and positive classes) over the baseline models. As a
by-product, we have trained new NER models for both languages. NER and targeted sentiment models
were successfully introduced into the production environment at Semantrum.
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1. Introduction

Semantrum is an online media monitoring and content analysis system with a focus on PR
effectiveness measurement. It analyses various media sources in Ukrainian, Russian, English,
and other languages. It uses the Big Data and machine learning technology, making huge
datasets structured according to different criteria in real time. For each message, the system
detects entities (brands, companies, persons, etc.), sentiment, and their conjunctions. The
processed data is visualized in the form of diagrams, interactive infographics, and dashboards.

In 2018, the company faced the task of replacing the lexicon-based algorithm for sentiment
detection with a more advanced one. The biggest challenge was the need to determine the tone
of a text relative to a particular entity, as well as the fact that the main languages of the texts
in the system are Ukrainian and Russian. At that time, a certain number of resources were
available for Russian, although much less than for English, but there was very little research for
Ukrainian. The problem of targeted sentiment is also less researched than the document-level
sentiment. Most of the available datasets are in English and are based on Twitter, product
reviews, or financial news. These texts differ significantly in structure and lexicon from the
texts of news articles and blogs. To train a classifier, we decided to collect and annotate a dataset
that would meet our business needs.
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With 987 Ukrainian and 979 Russian annotated news articles, we used a pre-trained multilin-
gual BERT model to determine the sentiment of entities mentioned in the text. We fine-tuned
the model on our data to produce a single bilingual classifier that achieved an improvement of
25 percentage points over the baseline in macro F1. With macro F1 of 0.67, the best model is
still not sufficiently accurate for non-neutral fragments of text, so further work on the dataset
and the model architecture is needed.

Most of the work related to the corpus construction and experiments with the dataset
occurred during 2018 and 2019. After testing, the system was approved for use in production
and received positive feedback from the analytics department and customers of Semantrum.
The given approach showed promising results when adopted for other European languages and
multilingual sentiment analysis.

Previously, Kanishcheva and Bobichev in [1] and [2] explored the problem of sentiment
analysis for Ukrainian and Russian news. In their work, 2018 Russian and 2133 Ukrainian news
texts were selected for manual annotation using positive, negative, and neutral labels. The study
was focused on the reader’s perception of the document as a whole, with the question: What
sentiments does this text evoke? They also analyzed the relationship between named entities
and contexts in the news. In general, research on sentiment analysis for Ukrainian primarily
focused on lexicon-based and rule-based approaches, as in [3] and [4] for product reviews or in
[5] for political speeches. Babenko and Dyomkin [6] examined applications of machine learning
and deep learning algorithms to detect the sentiment of user reviews.

The most recent work of Hamborg and others [7] uses an approach similar to ours, applying
BERT’s natural language understanding capabilities to political news corpus, but with less
detailed corpus annotation rules and for predefined English news fragments.

2. Dataset

2.1. Task of Targeted Sentiment in the News

The goal of sentiment analysis is to computationally identify opinion, emotion, and attitude in
the text. It could be done on the document level, on the sentence level, or towards a given target.
Aspect-based sentiment analysis relates to the task of extracting fine-grained information by
identifying the polarity towards different aspects of an entity in the same unit of text and
recognizing the polarity associated with each aspect separately. [8]

The research of algorithms for targeted or aspect-based sentiment in the user review domain
was made possible by the availability of datasets, as SemFEval 2014 Task 4 [9] and Sentihood
[8]. Research on targeted sentiment model architecture includes [10], [11], [12], [13]. Domain-
specific BERT language model fine-tuning allowed to achieve state-of-the-art results on the
SemEval 2014 Task 4 dataset, with accuracies of 79.19% and 87.14% on the particular subtasks,
according to [14]. Still, for the news domain, the evaluation is problematic due to the lack of
corpora. Approaches adopted in the analysis of Twitter may not deal well with the specifics of
news texts, such as avoidance of emotional words.

In some cases, authors take into account the division of statements into objective and subjec-
tive [15], even equating objectivity to a neutral class [16]. This division provides an opportunity
to adopt algorithms and lexicons designed to assess the emotionality of the text for subjective



expressions. For example, opinion lexicons were applied to evaluate the set of quotes extracted
from news articles [17]. However, the author’s opinion in the news seldom is expressed directly
in an emotional way, so the application of sentiment lexicons for opinion mining in the news
is limited to special cases. Given the different political views of the readers, possibly different
background knowledge of the discussed situation, and the widespread fake news, the task of
clearly articulating the concepts of objectivity and subjectivity in the annotation instructions
and applying them to targeted sentiment is confusing.

Saif M. Mohammad in [18] gave a comprehensive description of challenges in sentiment
annotation and proposed two annotation schemes, suitable for political texts, though not specific
to targeted sentiment task: a simple questionnaire with more precise annotation directions and
some additional label categories; and a semantic-role based questionnaire.

We decided to focus on an approach that involves a set of questions about each of the pre-
marked entities in the text of the news article. These questions concern various aspects of
sentiment, and answers can be normalized unambiguously into labels positive, negative, neutral,
and uncertain, one per entity.

2.2. Annotation Guidelines

It is typical to think “is it good or bad news?” about a news article. The natural extension of this
question for targeted sentiment is the question “is it good or bad news for the entity?” How-
ever, it leads to highly subjective annotations, causing problems when one tries to summarize
annotators’ opinion.

We formulated the basic approach as "how a statement in a text can affect a public opinion
about an entity". Instead of using the terms “objective/subjective” in annotation guidelines, we
asked annotators separately about factual information and emotional vocabulary exposed in a
text.

Given the above, we adopted key approaches proposed as “A Simple Sentiment Questionnaire”
in [18] to mark emotional opinion about the entity:

1. What kind of language is the speaker using? Is it positive language (expressions of
support, admiration, positive attitude) or negative language (for example, expressions of
criticism, judgment, negative attitude, questioning validity/competence)?

2. Agreeing or disagreeing with the speaker’s views should not have a bearing on your
response. You are to assess the language being used (not the views).

We encouraged the annotators to argue their position looking for specific emotional phrases
but decided not to mark them directly because this would significantly increase the cost and
the load on the annotators.

For the factual part, we proposed to answer simple questions about the entity like “did the
target act responsibly?” or “has the target received public approval?” to mark the facts with
positive or negative polarity. To help annotators find the factual statements, we grouped such
questions into the table with two columns for positive and negative polarity. Rules for emotional
phrases were also organized as a table with questions. We insisted on ignoring the facts or
emotions that do not fall under the definition by the tables.

Testing this approach, we found several things that cause difficulties for annotators:



1. Sarcastic or ironic statements are usually hard to evaluate, though in some cases, they
are used to express a negative opinion about an entity. To cope with this, we added
the ambiguity mark to use with such expressions or when there are both negative and
positive assessments or facts. The sentiment was considered neutral if there were no
significant positive or negative utterances, as was proposed in [18].

2. In many cases, it was problematic to decide which instance is the target of sentiment.
To distinguish between opinion holders and opinion targets, we proposed to check
whether an entity is a source of information in this piece of text. Given that the source of
information seldom is a sentiment target, that helped clarify the algorithm we suggested
to annotators for evaluating entities, cutting off neutral mentions in the first place.

3. Without strictly limiting the fragments for consideration to one sentence, we still asked
to evaluate the immediate context of the entity, and not more than 5 sentences at a time.

Thereby, our annotation instruction included three questions:

1. Is the target a speaker (source of information)? Answer options: Yes, No.

2. Does the vocabulary used in the text indicate an emotional assessment? Answer options:
Neutral, Positive, Negative, Uncertain.

3. Are there facts in this piece of the text that the entity could consider a success (positive)
or a failure (negative)? Answer options: Neutral, Positive, Negative, Uncertain.

This instruction design helped to minimize annotator subjectivity for Ukrainian, Russian,
English, and other European languages during the annotation process.

2.3. Document Selection and Annotation

To prepare a targeted sentiment corpus, it was necessary to perform two key tasks:

1. select documents on different topics that with high probability contain non-neutral
entities;
2. select the entities in texts that should be annotated.

We used document-level or paragraph-level sentiment models for the first task, assuming
that non-neutral entities will be found in the non-neutral context. For the news domain, most
of the texts are neutral, and only a small part of the articles is positive, but for the topics like
wellness and technology, the diversity is greater. According to this, choosing different news
topics helped to balance the corpus.

The task of entity selection was problematic because there was no NER model for Ukrainian
with appropriate quality and no corpus big enough to use for model training. The ner-uk
corpus [19] was not sufficiently large and was not annotated primarily on news articles. The
rule-based NER detection algorithm used by the company at that moment also did not meet
our needs. This led to a decision to annotate NER corpora for Russian and Ukrainian, using
the documents chosen for the sentiment annotations. For the targeted sentiment, the entities
labelled as persons (PERSON), organizations (ORG), products (PRODUCT), and other (MISC)
were selected, with MISC label corresponding to works of art, book and movie titles, and events.



Geopolitical entities and locations (LOC) were not used for sentiment annotation but were
included at the stage of NER model training.

We used pybossa [20] as an annotation tool. Our annotators were mostly freelance translators
and copywriters. For the Ukrainian and Russian NER tasks, we invited five annotators, one of
them a supervisor who made a final decision. We reduced this number to three annotators for
the sentiment project. This task required more concentration and deep text comprehension
from the readers and proved difficult for humans. To track the level of disagreement between
annotators on the sentiment project, we monitored the number of choices per entity for each of
the three questions separately. The disagreement numbers indicated the necessity of additional
work of the super-annotator, who was resolving the ambiguous cases. The labels infosource,
fact, and emo were used internally in the process of annotation. Disagreement values (mean
number of choices per entity), for Ukrainian and Russian correspondingly, were 1.08 and 1.1 on
infosource, 1.14 and 1.12 on fact, 1.1 and 1.09 for emo. We started with 1000 Ukrainian and 1000
Russian documents but excluded some articles from the final corpus. In addition, 150 English
documents were annotated for experimentation. Examples of annotation are shown in Table 1.



Table 1
Examples of annotated texts.

Text

Non-neutral or source-of-information entities

Hesham Mansour, Egyptian actor and writer for
television shows caused an uproar by posting anti-
Semitic statements on Twitter.

"We feel very blessed with Curt and his passion for
animals and people with disabilities,” Leah Wood
said.

Y cninbHomy po3scningyBaHHi The Insider i Belli-
ngcat Baanocs BCTaHOBUTU 0Coby KiouoBoro ¢i-
rypaHTa, poswykysaHoro CrniinbHoto ciiguoto rpy-
not y cnpasi npo 36utuin manainsiincokuii Boeing
MH17, - ue renepan-nonkosHuk Munkona ®enopo-
BMY TkauoB, rofoBHMIt iHcnekTop LleHTpanbHoro
BilicbkoBoro okpyry Pocii.

”[ing Hac ay»e BaXJIMBO, LLO LelN NPOEKT, KU
mae Ha3By “LLnaxu apyx6u”, matrme Taky nep-
nuHy — koHuepT “Knacuka 3apaam mupy”, mupy,
SIKOTO TaK rnparHe BeCb Hall Hapoa', — ckazas €B-
reH Huwyk.

[epxaBHe 610po po3ciigyBaHHs: HOBUI eeKTHB-
HUI opraH UM BIACTIMHMK CTapuX AMCKpeanTOBa-
HUX KaAapiB.

Hesham Mansour
(infosource_false, fact_negative, emo_neutral)

Curt

(infosource_false, fact_neutral, emo_positive)
Leah Wood

(infosource_true, fact_neutral, emo_neutral)

The Insider

(infosource_false, fact_positive, emo_neutral)
Bellingcat

(infosource_false, fact_positive, emo_neutral)
Mukona $epgoposnu Tkauos
(infosource_false, fact_negative, emo_neutral)

koHUepT “Knacuka 3apaaun mupy”
(infosource_false, fact_neutral, emo_positive)
€sren Huwyk

(infosource_true, fact_neutral, emo_neutral)

[epxaBHe 610po po3cnigyBaHHs
(infosource_false, fact_neutral, emo_uncertain)

3. Model

3.1. Preprocessing Data

The first task in preprocessing turned out to be merging the two types of sentiment — emotional
and factual - into one. The distinction became hard for the trained models because of the
insubstantial number of samples with emotional assessment. For annotators, the division of
questions into two groups helped to prescribe the instructions more clearly, but lexical markers
of two types of sentiment are often similar in the news, and an entity usually has the same
tonality (neutral, positive, negative) on both types of sentiment. For a clear separation of features,
annotators have to assess the subtle nuances in the text, which is a difficult task and leads to
the additional need of super-annotator work. In the few cases where emotional and factual
sentiment did not coincide, we marked the fragments with an “uncertain” label. Ambiguous
fragments were removed from the training corpus. One generic sentiment combining the two
types is sufficient for completing the task, and an underperforming model is a bigger risk than



Table 2
Annotated entities by sentiment polarity.

Sentiment Count
Neutral 45296
Positive 2884
Negative 6030
Total 54210

an inability to discern between two types of sentiment.

The annotated dataset consisted of 1958 documents, 987 of them in Ukrainian and 979 in
Russian. Each document has, on average, 27.7 named entities (targets for our sentiment analysis).
Table 2 shows detailed distribution of data points.

Of the 54210 targets, we used 43775 for the training set, 4864 for the validation set, and 5571
for the test set.

Unlike in document-level sentiment analysis, these targets do not have their own text span
that would be unique, clearly delineated, and independent from others. Usually, target sentiment
is determined by words and phrases around it, but there is no rule to decide which words exactly
should be used as features for predicting the sentiment. What is certain is that we have to pick
a “context” — several words or sentences — around the entity and use this context as a clue to
the sentiment of that entity. Any such context selection is bound to be based on some rule of
thumb. Some of such simple rules might be:

1. Using a whole sentence of which entity is part;
2. Using a window of several sentences around the sentence with the entity;

3. Using a window of multiple tokens around the entity without regard for the sentence
boundaries.

Other, more complex strategies are possible, but we tried primarily these three. Of these, all
have their problems:

1. Using the sentence as a unit of analysis makes it document-level sentiment analysis, with
the same sentiment for all entities contained in a sentence. Any long-range contextual
dependencies from neighboring sentences are lost.

2. The second approach is better but suffers from large variability in sentence size. Some
contexts might become much longer than others and some much shorter so that in some
cases, we have too much irrelevant information in the context, and in others, too little
relevant information.

3. The token-based window around the entity deals with the problem of size variance
(except for entities at the start of the document and at the end) but leads to sequences with
arbitrary beginnings and ends that can leave important words just outside the window.

Despite the disadvantages just mentioned, the third preprocessing strategy performed better
than others on the validation set, and we decided to go with it while understanding its limitations.



Table 3
Baseline model results.

Token window  Model Embedding F1 macro F1, positive F1, negative
size architecture size class class

25 Emb + FF 64 0.40 0.12 0.18

25 Emb + FF 128 0.41 0.15 0.21

25 Emb + FF 256 0.42 0.16 0.21

20 Emb + FF 64 0.41 0.14 0.18

20 Emb + FF 128 0.40 0.12 0.2

20 Emb + FF 256 0.42 0.16 0.21

For tokenization, we used a “blank” spacy model for the Ukrainian language. URLs, emails,
numbers, whitespace symbols were removed or replaced by special symbols. If there were not
enough tokens to the left or to the right of the entity, the window was shortened accordingly.

A particular problem is how to deal with the entity itself — our sentiment target. Any
classification approach involving word embeddings would use the target embedding to predict
the sentiment of that same target. Moreover, our targets are named entities and do not have the
same meanings as usual words, so trying to use their embeddings in any way could lead to noise
in the model. That is why we decided to replace all named entities with placeholders according
to the entity type: for example, ORG entities were replaced with the word “organization”, PER —
with “person”, and so on. All entities in the window, not just the target entity, were processed
in this way.

The optimal size of the token window was determined by evaluating the trained model on
the validation set. We found that about 20-25 tokens to the left and 20-25 tokens to the right
work the best for our data.

3.2. Evaluation Metrics

We use standard classification metrics: precision, recall, and F1. However, F1 on all examples is
not informative when classes are not balanced (as in our case). Good performance on neutral
fragments can improve F1 even if positive and negative fragments are not identified correctly
most of the time. That is why as a primary metric, we use macro F1 - a simple average over F1
scores for each class. We also report F1 for positive and negative classes in the following.

3.3. Baseline

When text is segmented into fragments around named entities and each fragment has a manually
annotated label attached, this is a typical classification task. For a baseline, we have chosen a
simple feedforward neural network (FF) with one embedding layer (Emb) and one linear layer
(see Table 3).



3.4. Using Transformers

When BERT was introduced [21], it promised to improve performance by using a massive
pre-trained model based on self-attention layers, which needs to be only fine-tuned — not
trained from scratch — to show great results on a wide variety of tasks. That is why BERT (in
its multilingual versions) was a natural place to look for improvements.

In BERT, inputs are represented using WordPiece tokenization that segments text into pieces
smaller than words. This approach makes it possible to work with large datasets without using
a huge vocabulary or embedding each word separately. Because of this, a multilingual BERT
model can deal with dozens of languages at the same time. We included both Ukrainian and
Russian texts when pre-training the model, so it is a perfect starting model to fine-tune on a
bilingual sentiment dataset.

Depending on the model, WordPiece returns a different number of tokens from the text, and
this number is larger than the number of words in the text. For BERT, inputs must be of the
same length, so it is preferable to set the hyperparameter max_seq_len so that most texts in the
sample are not truncated and used in full (smaller texts are padded during encoding). Depending
on the size of the token window (see above), max_seq_len of 128 or 144 works the best for our
case.

For fine-tuning, we used an open source transformers library. It allows using BERT for
classification tasks by adding a feed-forward neural network with a softmax layer after the
pre-trained BERT layers, and then training this network for a few epochs (usually 2-4) on the
supervised data,

Apart from the multilingual BERT model, we tried RuBERT pre-trained by DeepPavlov on
Russian texts [22]. RuBERT is based on multilingual BERT, so it retains tokens and weights
from Ukrainian texts used in pre-training that older model. At the same time, it could improve
performance on the Russian fragments. Also, a significant share of roots, prefixes, and suffixes
are common to both Russian and Ukrainian, which means that subword embeddings in RuBERT
can, in many cases, correctly reflect Ukrainian language use.

4. Results

Comparison of both models — BERT multilingual and RuBERT - are presented in the table
below. All models were trained for 3 epochs, and the best checkpoint (based on validation data)
was used on testing data, results on which are presented here (Table 4).

We can see that both models perform significantly better than the baseline feedforward
network and that differences between them are not significant. RuBERT showed the best macro
F1 in the model with max_seq_len 128 and the token window of size 25. BERT multilingual
is very close when used with max_seq_len 144. The difference in the best hyperparameter is
probably due to different subword tokenization in RuBERT, which leads to a smaller number of
tokens in the input.

We also see that F1 for the positive class is usually worse than for the negative class. This
is to be expected for the class with the fewest examples for training. The situation could be
improved by a better selection of source data for annotators that would contain more positive
mentions of named entities.



Table 4
BERT results.

Pretrained Token window Max seq F1 macro F1, positive F1, negative
model size length class class

BERT 20 128 0.63 0.47 0.51

BERT 20 144 0.66 0.50 0.56

BERT 25 128 0.6 0.4 0.49

BERT 25 144 0.66 0.54 0.54
RuBERT 20 128 0.65 0.48 0.55
RuBERT 20 144 0.63 0.45 0.53
RuBERT 25 128 0.67 0.53 0.55
RuBERT 25 144 0.66 0.5 0.56

Analyzing the work of the model on the broad range of documents, we can state that the
model does not confuse positive and negative examples, which is a priority for our customers.
The errors are often in those cases that are also hard for humans. Increasing the number and
variety of non-neutral fragments of text would improve the quality for more subtle cases.

5. Future Work

We trained our model for use in production with limited resources, which is why we did not
consider models larger than BERT (such as RoBERTa, which also exists in a version trained on
Ukrainian texts). For production systems with even more limited resources, a possible solution
is using DistilBERT [23] - a smaller and faster model based on BERT. In our experiments,
DistilBERT consistently shows macro F1 2-3 percentage points below those of BERT. It is up
to the customer to decide whether this is a big enough difference, considering efficiency gains
from using the smaller model.

The alternative that would use the same amount of resources but possibly show performance
gains is training “own” version of BERT on both Russian and Ukrainian news articles. RuBERT
shows that additional pre-training, not just fine-tuning, can have some impact on performance
metrics. We are considering going in this direction, despite the obvious problems with resources
that it entails.

Currently, the dataset and the models trained on it generalize well to news articles, but not
always to other types of text on the internet. One omission is social media. In recent years
Facebook and similar platforms have become no less important channels for news content than
traditional media, but texts posted there are different in style and in vocabulary used. Specifically
for Ukrainian, surzhyk (the vocabulary mix of different languages), dialects, grammatical and
spelling errors can be used both accidentally and intentionally to create a certain impression.
Also, social media texts often contain allusions and sarcasm, sentiment target is defined less
clearly, which is usually hard for annotators. For this reason, we see the necessity to review the
methods of document selection for the corpus and improve and test the annotation guidelines
in this environment and prepare the separate corpus for targeted sentiment in social media.



6. Conclusion

Targeted sentiment in the context of news articles is a challenging and poorly researched
problem in NLP. When we started working on this task, there were no suitable datasets and
models that we could use. We developed annotation guidelines that allowed our annotators to
create a large dataset in Ukrainian and Russian with each entity marked with neutral, positive,
or negative sentiment. We could not exploit the annotations to the full extent because all
models had difficulties distinguishing between “fact” and “emotion” in sentiment, given the
comparatively small number of negative and positive examples in the corpus.

By using pre-trained BERT models, fine-tuned on this dataset, we achieved good results
(macro F1 score of 0.67) and were able to introduce one of these models in the production
environment to the satisfaction of our customers.
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