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Abstract  
Advertising is a unique socio-cultural phenomenon: its formation is due to social, 

psychological, linguistic factors, features of the “aesthetic consciousness” of society and its 

cultural traditions. Advertising text – a special kind of text, it is a carrier and expression of 

information. It is important that the text is interesting to the desired audience, and it can be 

formed by methods of text semantic analysis and highlight the keywords on the basis of which 

advertising content can be generated. In this regard, it is developed an intelligent method of 

advertising content forming of higher education institutions on the semantic analysis basis and 

thus advertising manager can generate advertising content. The implementation of the method 

was carried out on the basis of a survey of “Computer Science” students regarding admission. 

Semantic analysis of documents based on LSA and LDA-method is performed. The results 

show that more than six keywords are present in document 0, based on the LSA method – 66%. 

Based on the LDA method, the vast majority of keywords are presented in document 2 – 82%. 

Based on the obtained keywords, the LSA and LDA methods created content for advertising 

of higher education institutions. The effectiveness of the generated advertising content on the 

basis of LSA and LDA-method was compared, a comparative experiment was conducted on 

Facebook on the business page “Computer Science of ZUNU”. By effectiveness comparing 

results of generated advertising content, the effectiveness of the ad increased by 44% and the 

price for the result decreased by 31%. 
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1. Introduction 

Today, in the conditions of unstable development of the country’s economy, as well as in accordance 

with the new legislation in the field of higher education, the market of educational services is 

increasingly hard competition for potential consumers – entrants. Under these circumstances, there is 

an urgent need of higher education institutions to use effective communication with the market and 

target audiences. Such communications come in various forms, the most common of which is 

advertising. 

In order to effectively promote advertising and educational services, higher educational institutions 

must use modern information and communication technologies, combining them into a well-built and 

strategically designed system of actions. 

One such tool is the effective formation of advertising text. Advertising text has a certain structure, 

which consists of two main components – slogan (introductory part, title) and code (main part and 

conclusions), which formally divide the advertising text at the beginning and end. Advertising texts 
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aimed at young people (entrants) can combine the functional characteristics of the product, which are 

complemented by a star image and together model the image of an indispensable thing for teenagers. 

It is important that the text was interesting for the right audience, for this one it is needed to know 

the opinion of the target audience. For higher education institutions, these are entrants, but also students, 

who can provide information on why they chose this particular educational institution. The formation 

of opinion from the survey takes a long time for sociologists, but the methods of text semantic analysis 

can form the text main idea faster and identify keywords on the basis of which advertising content can 

be formed. 

In this regard, we can assume that the development of an intelligent method of advertising content 

generating of higher education institutions based on semantic analysis is relevant and allows to increase 

the advertising effectiveness, and thus reduce the cost of online advertising of higher education 

institutions. 

This paper is devoted to this topic, and it is distributed as follows. Section 2 discusses the analysis 

of related works. Section 3 presents an intelligent method of advertising content forming of higher 

education institutions based on semantic analysis. Section 4 presents the implementation of the method. 

Section 5 presents the conclusions of the study. 

 

2. Related Work 

Internet advertising has a large number of sites for advertising [8], namely search engines [18], social 

networks [19] and media advertising [20]. Given the complexity of the modern digital advertising 

ecosystem, there are many studies describing the impact of advertising content in social networks on 

customer engagement [11], using data from Facebook in: medicine [12], psychology [13], sociology 

[14], politics [15], food industry [16], tourism [17]. Research [9] provides an understanding of the 

current landscape of social networks of higher education institutions. 

Paper [2] proposes a recommendations ontological system for advertising, which uses data obtained 

by users on social networking sites, and this approach is based on a common ontology model, which 

can be used to present both user profiles and advertising content. Both users and advertisements are 

represented by vectors created using natural language processing methods that collect ontological 

entities from textual content. The system of recommendations for advertising is widely tested in a 

simulated environment, MAP@3 and is equal to 85.6%. 

Work [21] proposed advanced semantics and contextual hybrid co-filtering for event 

recommendations, which combines semantic content analysis and the impact of a contextual event on 

user neighborhood choices. 

In [10] the intelligent system of advertising management in social networks is presented, on the basis 

of data analysis methods for automatic announcements creation. In [1], for the classification of 

advertising video, a video presentation is proposed, which aims to cover the hidden semantics of 

unattended advertising video, experiments on real advertising videos demonstrate that the proposed 

method can effectively differentiate advertising videos. Paper [3] proposes an approach of trust and 

semantic social recommendation to eliminate the advertising problems. A method [4] is proposed to 

help convert unreadable data into a readable structured format using machine learning classification, 

and clustering plays a crucial role in converting operational data into a data model and visualizing the 

processed information for the end user. Because organizations have specific requirements when 

considering them, a latent Dirichlet Distribution (LDA) and a latent semantic analysis (LSA) have been 

implemented that have been able to process discrete data. Document [5] uses the LDA approach to 

determine feedback for analyzing online shopping sentiment, as the LDA approach is designed to 

address LSA and PLSA issues. In order to increase the efficiency of public moods analysis in the 

Internet, a method of text mood analysis [6] is proposed, which combines the presentation of the text 

of the hidden Dirichlet distribution (LDA) and the convolutional neural network (CNN). In [7], an 

empirical assessment of the three most important methods of modeling topics is presented – hidden 

semantic analysis, hidden Dirichlet distribution and correlated topics modeling. 

It should be noted that the above-mentioned works on the one hand mostly analyze the responses of 

users on Internet advertising. And on the other hand, a number of works – representing the study of a 



text semantic analysis, there are also works that use semantic analysis for online advertising 

(analogues). 

In this regard, the purpose of this paper is to develop an intelligent method of advertising content 

forming of higher education institutions based on semantic analysis. 

Unlike analogues [2, 21], an intelligent method of forming the advertising content of higher 

education institutions on semantic analysis basis has been developed, it will allow to select keywords 

on the basis of which it is possible to form an advertising text. 

The novelty of the work is formation of the most profitable (in economic aspect) text of HEI 

advertising, which will reduce the advertising campaign cost. 

 

3. Method 

To reduce the time spent on choosing a popular new product, the authors have developed an 

intelligent method of advertising content forming of higher education institutions based on semantic 

analysis. The proposed method is illustrated schematically (Fig.1) and is represented by the following 

steps: 

Step 1. Student’s survey conducting (Block 1) and its conversion to .csv format (Block 2). 
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Figure 1: The structure of the intelligent method of forming the advertising content of higher 
education institutions on the basis of semantic analysis 
  



Step 2. Tokenization of the document (Block 3). Tokenization is a process by which a large amount 

of text is divided into smaller parts, so called tokens. These tokens are very useful for finding patterns 

and are considered as a basic step for justification and lemmatization. Tokenization also helps to replace 

sensitive data elements with insensitive data elements. 

Step 3. Lemmatization of the document (Block 5). Lemmatization is the process of transforming a 

word into its basic form (Block 4). This approach is highly dependent on the exact definition of the 

lexical category (part of speech). Although there is a partial overlap between the normalization rules 

for some lexical categories, the indication of an incorrect category or the inability to determine the 

correct category reduces to comment the advantage of this approach over the algorithm of endings 

truncation. 

Step 4. The process of ignoring single characters (Block 6) (“.”, “;”, “:”, “!”, “'”, “?”, “,”, “"”, “()”, 

“[]”), which interfere with the program on the base on a ready-made set of “stop words” Stop words are 

very common words such as “if”, “but”, “we”, “he”, “she” and “they” (Block 7). Usually, it is possible 

to delete these words without changing the text semantics (but not always), improving the model 

performance. 

Step 5. Document vectorization (Block 8). Convert a collection of raw documents into a matrix of 

TF-IDF functions. TF (term frequency) – IDF (inverse document frequency) – a statistical indicator 

used to assess the words importance in a document context that is part of a collection of documents or 

corpus. The weight (significance) of a word is proportional to the number of uses of that word in the 

document, and inversely proportional to the frequency of use of the word in other documents of the 

collection. 

 

𝑇𝐹-𝐼𝐷𝐹 = 𝑇𝐹 × 𝐼𝐷𝐹,      (1) 

 

where, 𝑇𝐹 =
𝑛𝑖

∑ 𝑛𝑘𝑘
, where 𝑛𝑖 – is the number of the word occurrences in the document, and in the 

denominator – the total number of words in the document. 

 

𝐼𝐷𝐹 = log
|𝐷|

|(𝑑𝑖⊃𝑡𝑖)|
, 

 

where, |𝐷| – number of documents in the collection; |(𝑑𝑖 ⊃ 𝑡𝑖)| – the number of documents in which 

the word 𝑡𝑖 occurs (when 𝑛𝑖 ≠ 0). 

Step 6. Semantic analysis (Block 9). 

Step 6.1. Reducing the data dimensionality (Block 9.1). Dimension reduction is the process of 

reducing the number of random variables by obtaining a set of main variables. For semantic analysis 

(LSA), the dimension reduction method is the method of single value decomposition (SVD), which 

calculates only the k largest unit values, where k is a user-defined parameter. 

Topics modeling in the text based on the LSA method. When SVD is applied to term document 

matrices, this transformation is known as latent semantic analysis (LSA) because it converts such 

matrices into a low-dimensional “semantic” space. In particular, it is known that LSA fights the effects 

of synonymy and polysemy (both of which roughly mean that the word has several meanings), which 

causes excessive matrices sparseness of urgent documents and shows low similarity in such indicators 

as the cosine’s similarity. 

According to the singular decomposition theorem, any material rectangular matrix can be 

decomposed into a product of three matrices: 

 

A=USVT,      (2) 

 

where, the matrices U and V are orthogonal, and S is a diagonal matrix, the values on the diagonal 

of which are called singular values of the matrix A. The letter T in the expression VT means the matrix 

transposition. This decomposition has a remarkable feature: if in the matrix S leave only k largest 

singular values, and in the matrices U and V – only the columns corresponding to these values, then the 



product obtained matrices S, U and V will be the best approximation of the initial matrix A to the matrix 

�̂� rank k: 

 

Â ≈A=USVT.     (3) 

 

The main idea of latent semantic analysis is that if the term-on-documents matrix was used as the 

matrix A, then the matrix �̂�, containing only k of the first linearly independent components A, reflects 

the basic structure of various dependencies present in the original matrix. The structure of dependencies 

is determined by the weight functions of the terms. 

Step 6.2. Topics modeling of in the text based on the LDA method (Block 9.2). Latent Dirichlet 

Allocation (LDA) is a method of matrices decomposing. In the vector space, any corpus (documents 

collection) can be represented as a matrix of document terms. The following matrix (4) shows the body 

of N documents D1, D2, D3… Dn and the size of the dictionary of M words W1, W2 … Wn. The value of 

cell i, j gives calculation of the word frequency Wj in the document Di. 

 

(

𝐷1𝑊1 𝐷1𝑊2 … 𝐷1𝑊𝑛

𝐷2𝑊1 𝐷2𝑊2 … 𝐷2𝑊𝑛

… … … …
𝐷𝑛𝑊1 𝐷𝑛𝑊2 … 𝐷𝑛𝑊𝑛

)     (4) 

 

The LDA converts (4) the document matrix term into two matrices of lower size – M1 and M2. 

M1 is a matrix of document topics (5), and M2 is a matrix of topics (6) – terms with dimensions (N, 

K) and (K, M), respectively, where N is the documents number, K is the topics number, and M is 

vocabulary size. 

 

𝑀1 = (

𝐷1𝐾1 𝐷1𝐾2 … 𝐷1𝐾𝑛

𝐷2𝐾1 𝐷2𝐾2 … 𝐷2𝐾𝑛

… … … …
𝐷𝑛𝐾1 𝐷𝑛𝐾2 … 𝐷𝑛𝐾𝑛

)      (5) 

 

𝑀2 = (

𝐾1𝑊1 𝐾1𝑊2 … 𝐾1𝑊𝑛

𝐾2𝑊1 𝐾2𝑊2 … 𝐾2𝑊𝑛

… … … …
𝐾𝑛𝑊1 𝐾𝑛𝑊2 … 𝐾𝑛𝑊𝑛

)     (6) 

 

These matrices (5, 6) already provide topics distribution by topics and words, however, this 

distribution needs improvement, which is the main goal of the LDA. The LDA uses sampling methods 

to improve these matrices. After a series of iterations, a stable state is reached, when the distribution of 

the document topic and the topic terms is quite good. This is the point of LDA convergence. 

Step 7. Output of keywords (Block 10) on documents based on LSA and LDA method. 

Step 8. Advertising context forming (Block 11) of higher education institutions. 

For a better understanding of the developed method, it is necessary to conduct an experimental study. 

 

4. Experimental Results and Discussion 

Python language was chosen for semantic analysis to conduct an intelligent method of advertising 

content forming of higher education institutions. The following libraries were used: pandas, numpy, 

matplotlib, nltk, stop_words. 

As input, we used students survey of majoring in Computer Science, regarding admission. 152 

students took part in the survey and answered 10 questions. All student feedback is formed in .csv 

format, answers to each questionnaire on a separate line of text, then defined as a document. 



The document was lemmatized using the WordNetLemmatizer function. Using the 

nltk.tokenize.word_tokenize () method, markers were extracted from the character string using the 

tokenize.word_tokenize () method. 

Next, the data was cleaned for the presence of characters that do not affect the text content: “.”, “;”, 

“:”, “!”, “'”, “?”, “,”, “"”, “()”, “[]”. The next step is to remove the Ukrainian “stop words” (Fig. 2). 

 

 

 
Figure 2: Lemmatized and tokenized responses of students without “stop words” and symbols 

 

Using the TfidfVectorizer function, which converts a collection of raw documents into a matrix of 

TF-IDF functions (Fig. 3). 

 

 

 
Figure 3: Part of the TF-IDF matrix 

 

In the next step (Fig. 4) we reduce the dimension using truncated SVD (aka LSA). This transformer 

reduces the linear dimension using truncated special value decomposition (SVD). Unlike PCA, this 

estimator does not center data before calculating a special value decomposition. This means that it can 

work efficiently with sparse matrices. In particular, the truncated SVD works on the TF-IDF matrices 

returned by the vectorizers. In this context, it is known as laten semantic analysis (LSA). 

Using the TruncatedSVD function, the following parameters are defined: the desired dimension of 

the source data (documents) – n_components = 5; SVD method algorithm – algorithm = 'randomized'; 

number of iterations for randomized SVD – n_iter = 10; the number of reproducible results after several 

calls to the functions -random_state = 100. 

 

 

 
Figure 4: Part of the matrix of the LSA method 

 

Next, the text was analyzed based on the LDA method (Fig. 5). Using the LatentDirichletAllocation 

function, the following parameters are defined: the desired dimension of the original data (documents) 

– n_components = 5; method used to update _component, if the amount of data is large, online update 



will be much faster than batch update – learning_method = 'online'; the maximum number of iterations 

is max_iter = 1. 

 

 

 
Figure 5: Part of the matrix of the LDA method 
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Figure 6: The probability of the keyword’s presence in individual documents by LSA and LDA-method 

 

Figure 6 shows that most keywords are present in document 0, based on the LSA method – 66%. 

Based on the LDA method, the vast majority of keywords are presented in document 2 – 82%. 

Now it is needed to get a list of important words for each of the 5 documents (Fig. 7) based on the 

LSA and LDA method. Let’s choose 5 words for each topic for simplicity. 

Based on the obtained keywords by LSA and LDA methods (see Fig. 6 and 7), it is possible to create 

the following content for advertising higher education: 

 

“Get a cool public training. More information in messenger” 

 

To compare the effectiveness of the generated advertising content based on the LSA and LDA-

method, a comparative experiment was conducted on Facebook on the business page “ZUNU Computer 

Science” (Fig. 8). The first version of advertising (Fig. 8a), developed on the basis of the rules identified 

in previous research, namely: 

 the greatest interaction with the video Facebook advertising “WUNU Computer Science” had male in the age 

category 18-25, 35-55 [22]; 

 The largest interaction with the business Facebook page “WUNU Computer Science” had male and female 

clients in the age category 40-55 [23]. 
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Figure 7: Keywords for the advertising content forming in individual documents by LSA and LDA-
method 

 

 

 

 

a) Previous version b) formed using LSA and LDA-method 

Figure 8: “Computer Science” advertising of Western Ukrainian National University on Facebook 
 

Table 1 presents effectiveness comparison of the generated advertising content based on the LSA 

and LDA method. In the period from Jan 4, 2021 – Jan 31, 2021 was conducted an advertising campaign 

with a lot of text content, see Fig. 8a. In the period from Feb 1, 2021 – Feb 28, 2021 an advertising 

campaign was conducted with text content developed on the basis of LSA and LDA-method, see Fig. 

8b. 

 

Table 1 
Comparison of the effectiveness of the generated advertising content 

Indicator Jan 4, 2021 – 
Jan 31, 2021 

Feb 1, 2021 – 
Feb 28, 2021 

Change 

Coverage 6792 7350 558 
Frequency 1,18 1,19 0,02 

Results 9,00 13,00 4,00 
Price for the result 1,42 0,98 -0,44 

Amount of expenses (USD) 12,77 12,75 -0,02 
CPM (Cost per 1000 views) 1,60 1,46 -0,14 

Link clicks 46,00 43,00 -3,00 
CPC (cost-per-click) 0,28 0,30 0,02 

CTR (clickability) 0,58 0,49 -0,09 

 



Coverage increased by 558 people (see Table 1). The average number of times each user saw your 

ad (Frequency) increased by 0.02 per person. The number of times the ad reached its goal, goal setting, 

and settings (Results) increased by 4 instant messaging. This is really not much, but taking to account 

small budget of the advertising campaign and the target audience specifics, the result is quite good. 

Accordingly, the price for the result decreased by 0.44 cents, which in the amount taking into account 

the increase in coverage, by 0.02 cents less. Accordingly, the average cost per 1000 impressions (CPM) 

decreased by 0.14 cents. The number of clicks on links in advertisements that resulted in landing pages 

selected by the administrator, within or outside Facebook, decreased by 3. This resulted an increase in 

the cost-per-click (CPC) of the link, which is not critical, respectively, the proportion of people who 

viewed ad and click the link (CTR) decreased by 0.09. In percentage, the comparison of performance 

indicators of the generated advertising content is presented in Fig. 9. 

 

 

 
Figure 9: Change (%) of the advertising campaign effectiveness for the periods Jan 4, 2021 –Jan 31, 
2021 and Feb 1, 2021 – Feb 28, 2021 

 

From the results of comparing the effectiveness of the generated advertising content (see table 1 and 

Fig. 9), we can conclude that the effectiveness of the ad increased by 44% and the price for the result 

decreased by 31%. 

Thus, the intelligent method of the advertising content forming of higher education institutions on 

the basis of semantic analysis, allows to increase the advertising effectiveness on social networks by at 

least 44%. The authors believe that extension of student surveys number will increase the semantic 

analysis quality, respectively, get the best keywords for the content forming, and thus increase the 

advertising effectiveness and reduce its costs. 

In contrast to analogues [2, 21], the developed intelligent method of advertising content forming of 

higher education institutions on the basis of semantic analysis will allow to select keywords on the basis 

of which it is possible to form advertising text and ad effectiveness increased by 44% and at the same 

time the price for the result decreased by 31%. 

5. Conclusions 



An intelligent method of the advertising content forming of higher education institutions based on 

semantic analysis has been developed, on the basis of which the advertising manager can form 

advertising content, and, thus, the effectiveness of the announcement has increased. Also, the proposed 

method reduces the time spent on assessing student questionnaires and determining the main idea 

regarding admission. 

The implementation of the method is based on students’ survey of majoring in “Computer Science” 

regarding admission. 152 students took part in the survey. Cleaning of unnecessary symbols and “stop 

words” was conducted. After tokenization, vectorization and lemmatization of documents were 

conducted. Documents semantic analysis based on LSA and LDA method was performed. Most 

keywords present in document 0, based on the LSA method was 66%. Based on the LDA method, the 

vast majority of keywords presented in document 2 was 82%. Based on the obtained keywords, LSA 

and LDA methods created content for advertising of higher education institutions: “Get a cool public 

education. More information is in the messenger. The effectiveness of the generated advertising content 

on the basis of LSA and LDA-method was compared, a comparative experiment was conducted on 

Facebook on the “WUNU Computer Science” business page. In the period from Jan 4, 2021 to Jan 31, 

2021, an advertising campaign with a lot of textual content was conducted. In the period from Feb 1, 

2021 to Feb 28, 2021, an advertising campaign was conducted with text content developed on the basis 

of LSA and LDA-method. From the results of comparing the effectiveness of the generated advertising 

content, the effectiveness of the ad increased by 44% and the price for the result decreased by 31%. 

In contrast to analogues [2, 21], an intelligent method of forming the advertising content of higher 

education institutions based on semantic analysis has been developed, what allowed to select keywords 

on the basis of which it is possible to form an advertising text. 
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